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1. G. Telesca, R. Zagórski, S. Brezinsek, M. Brix, J. Flanagan, I. Ivanova-Stanik

et al., JET EFDA contributors, Simulation with the COREDIV code of JET

discharges with the ITER-like wall, Journal of Nuclear Materials 438 (2013) S567-

S571

2. D. Kalupin, I. Ivanova-Stanik, I. Voitsekhovitch et al., Numerical analysis of

JET discharges with the European Transport Simulator, Nucl. Fusion 53 (2013)

123007 (8pp)

3. G.L. Falchetto, D. Coster, R. Coelho, B.D. Scott, L. Figini, D. Kalupin, E. Nar-

don, S. Nowak, L.L. Alves, J.F. Artaud,V. Basiuk, Joao P.S. Bizarro, C. Boulbe,

A. Dinklage, D. Farina, B. Faugeras, J. Ferreira, A. Figueiredo,Ph. Huynh, F.

Imbeaux, I. Ivanova-Stanik et al., The European Integrated Tokamak Modelling

(ITM) effort: achievements and first physics results ,Nucl. Fusion 54 (2014)

043018 (19pp)
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14. G. Telesca, I. Ivanova-Stanik, R. Zagórski et al., COREDIV numerical simulation

of high neutron rate JET-ILW DD pulses in view of extension to JET-ILW DT

experiments, Nucl. Fusion 59 (2019) 056026 (10pp)

The author of the thesis is the principal author of all above listed publications and has

actively participated in the work reported in them.



Streszczenie
Rozwia̧zanie problemu transportu plazmy i zanieczyszczeń jest jednym z kilku klucz-

owych zagadnień warunkuja̧cych sukces kontrolowanej fuzji ja̧drowej. Zwia̧zany jest

on z koniecznościa̧ kontroli uwalnianych w trakcie wy ladowania ze ścian i dywertora

tokamaka jonów i atomów tzw. domieszek wewnȩtrznych oraz celowo wprowadzanych

do plazmy gazów (azot, neon, argon, krypton), których zadaniem jest ograniczenie

strumieni energii do ściany tokamaka. Domieszki maja̧ ogromny wp lyw na przebieg

wy ladowania i na parametry plazmy w tokamaku.

Przedmiotem tej pracy doktorskiej jest analiza transportu plazmy i zanieczyszczeń

w tokamaku JET ILW (Culham, Wlk. Brytania), tzn. aktualnej konfiguracji tokamaka

JET ze ściana̧ berylowa̧ i wolframowym dywertorem, odpowiadaja̧cej przewidywanym

warunkom pracy w reaktorze ITER. Zrozumienie transportu domieszek w tokamaku

JET ILW i w przysz lych reaktorach termoja̧drowych ITER, DEMO jest jednym z

najważniejszych problemów wymagaja̧cych znacza̧cego wysi lku badawczego. Uzyskanie

wiarygodnego narzȩdzia symulacyjnego, które pozwala na przewidywanie i interpretacjȩ

parametrów wy ladowań jest jednym z g lównych celów prac prowadzonych w ramach

Konsorcjum Eurofusion w cia̧gu ostatnich lat.

W pracy przedstawiono procesy fizyczne prowadza̧ce do generacji zanieczyszczeń

w tokamakach, jak również mechanizmy fizyczne odpowiedzialne za transport jonów

domie-szek w sznurze plazmowym. Ponieważ wyżej wymienione procesy jak też zwia̧zki

miȩdzy nimi sa̧ silnie nieliniowe, jedynym ze sposobów uzyskania informacji na temat

ich wp lywu na transport domieszek w tokamaku jest modelowanie komputerowe. G lów-

nym celem pracy by la analiza transportu zanieczyszczeń plazmy, wp lywu jonów domie-

szek na g lówne parametry plazmy, takie jak czas utrzymania energii, temperatura

plazmy, jej promienio- wanie, czy też obcia̧żenie termiczne p lyt dywertora. Zarysowany

powyżej kompleks problemów przedstawiony zosta l na konkretnym przyk ladzie mode-

lowania plazmy w tokamaku JET ILW za pomoca̧ kodów COREDIV i ETS (European

Transport Solver).

Do jednego z istotnych wyników prowadzonych badań opisanych w tej pracy należy

zaliczyć zaimplementowanie metody opisuja̧cej transport domieszek z kodu COREDIV

do kodu ETS. W osobnych rozdzia lach, przedstawione zosta ly wyniki analiz wp lywu na

przebieg wy ladowania takich czynników jak: intensywność domieszkowania, radialny

transport cza̧stek w obszarze brzegowym, podstawowe parametry wy ladowania (takie

jak gȩstość plazmy, moc grzania, pra̧d plazmy) oraz rodzaj napuszczanego gazu: N,

Ne, Ar, Kr. Przedstawiono wyniki obliczeń przeprowadzone dla parametrów plazmy w

różnych reżymach pracy tokamaka: z dobrym (H mode) i s labym utrzymaniem energii

(L-mode) oraz dla tzw. wy ladowań hybrydowych.

Porównanie wyników obliczeń z danymi eksperymentalnymi wykaza lo duża̧ zgodność

pomiȩdzy teoria̧ a eksperymentem. Stwierdzono miȩdzy innymi, że w przypadku dywer-

tora wolframowego istotne znaczenie ma pojawienie siȩ mechanizmu samoreguluja̧cego

produkcjȩ wolframu, który jest g lównym źródem promieniowania w obszarze central-

nym plazmy w tokamaku. W pracy sformu lowano wnioski, które sa̧ istotne dla opty-
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malizacji wy ladowań w tokamaku JET ILW oraz dla pracy urza̧dzeń wyposażonych w

dywertory wykonane z wolframu takie jak reaktorze ITER.
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Abstract
Solving the problem of plasma and impurity transport is one of the key issues for

the success of controlled nuclear fusion. It is connected with the necessity of control of

ions and atoms released during the discharge from the walls and the tokamak divertor,

the so-called intrinsic impurities and gases deliberately introduced into the plasma

(nitrogen, neon, argon, krypton) (exrternal impurities), whose task is to limit the

energy fluxes to the tokamak wall. Impurities have a huge impact on the discharge

evolution and plasma parameters in the tokamak.

The subject of this dissertation is the analysis of the transport of plasma and

impurities in the JET ILW tokamak (Culham, UK), i. e. the current configuration of

the JET tokamak with a beryllium wall and tungsten divertor corresponding to the

expected operating conditions in the ITER reactor. Understanding the transport of

impurity in the JET ILW tokamak and in the future fusion reactors: ITER, DEMO,

is one of the most important issues requiring a significant research effort. Obtaining

a reliable simulation tool to predict and interpret discharge parameters is one of the

main objectives of the work carried out by the Eurofusion Consortium in recent years.

The paper presents physical processes leading to generation of impurities in toka-

maks, as well as physical mechanisms responsible for transport of impurity ions in

plasma column. Since the above mentioned processes as well as the relations between

them are strongly non-linear, one of the ways of obtaining information on their in-

fluence on the impurity transport in the tokamak is computer modelling. The main

objective of the study was to analyze the transport of plasma impurities, the influence

of impurity ions on the main plasma parameters, such as energy confinement time,

plasma temperature, plasma radiation and thermal load of the divertor plates. The

complexity of problems outlined above is presented on a specific example of plasma

modeling in the JET ILW tokamak using COREDIV and ETS (European Transport

Solver) codes.

One of the important results of the research described in this thesis is the imple-

mentation in the ETS code of the numerical algorithm taken from the the COREDIV

code, which solves the impurity transport equations.

In separate chapters, the results of analyses of the impact of different factors such as

impurity level, radial transport of particles in the scrape of layer (SOL), basic discharge

parameters (such as plasma density, heating power, plasma current) and the different

impurity seeding gases (N, Ne, Ar, Kr) are discussesd. The results of calculations

carried out for plasma parameters in various working conditions of the tokamak: with

good (H -mode) and low energy confinement (L-mode) as well as for the so-called

hybrid discharges are presented.

The comparison of the calculation results with the experimental data showed a high

correlation between numerical simulations and the experiment. It was found, inter alia,

that in the case of tungsten divertor the emergence of a self-regulatory mechanism for

tungsten production, which is the main source of radiation in the core plasma of the

tokamak, is essential. This thesis presents conclusions that are important for the

optimization of discharges in the JET ILW tokamak and for the operation of devices
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equipped with tungsten divertor such as the ITER reactor.
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Chapter 1

Introduction

1.1 Nuclear fusion

Nuclear fusion is a nuclear reaction in which two or more atomic nuclei come close

enough to form one or more different atomic nuclei and subatomic particles (neutrons

and/or protons). The difference in mass between the products and reactants is man-

ifested as the release of large amounts of energy. For fusion to occur the light nuclei

need to overcome the repellent Coulomb force of the positively charged protons inside

the nuclei.

Studies of the nuclear properties of light element fusion indicate that three such

reactions:

1. the fusion reaction Deuterium-Tritium (D-T) reaction, which is considered to be

the most viable for the production of useful power

D2 + T 3 → He4 + n1 + 17.6MW (1.1)

2. reaction DD, which actually has two branches, each occurring with an approxi-

mately equal likelihood.

D2 + D2 →

{
He3 + n1 + 3.27MW

T 3 + p1 + 4.03MW
(1.2)

3. D reaction with He

D2 + He3 → He4 + p1 + 18.3MW. (1.3)

may be advantageous for the production of nuclear energy.

The Fig. 1.1 shows the reaction rate, which is defined as a convolution of the

velocity-weighted cross-section with a Maxwellian distribution for the D-T reaction in

comparison to other high energy fusion reactions, D-D and D-He.
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1.1. NUCLEAR FUSION

Figure 1.1: Reaction rates of potential fusion reactions for reactors [1].

The reason the D-T reaction is considered to provide the most viable route to a

fusion power is that this reaction has:

• the highest and most accessible cross section

• releasing the most energy per reaction.

Unfortunately, there are several serious disadvantages to this reaction:

• tritium is both radioactive and expensive

• the neutrons released can harm living things and damage any other materials

surrounding them.

• the neutrons can activated some materials making them radioactive.

For net energy production the power released by fusion reactions, Pfus, has to be

larger than the applied external auxiliary power, Paux, to generate these reactions such

that Q = Pfus/Paux > 1, where Q is called as fusion energy gain factor. The condition

of Q = 1 is referred to as breakeven. To obtain an overall positive energetic balance it

is necessary to heat the ionized gases, called plasma, up to fusion temperature keeping

them confined in a limited space for a time sufficient to obtain more energy power

than the one necessary to compensate for the losses and the energy necessary to reach

this condition. The Lawson criterion [2] is derived from power balance considerations

for a pure DT plasma and defines plasma properties that are necessary to achieve a

self-heated plasma with Q > 1 and can be written as:

nTτE ≥ 3 × 1021[m−3keV s], (1.4)

where n is the plasma density, T is the plasma temperature and τE is the energy

confinement time, which is defined as the time over which all the energy stored in the

plasma is lost through loss mechanisms. Example for the range of τE, for a plasma

with a temperature of 10 keV and density of 1020 m−3 it would be necessary to produce

a plasma with a confinement time greater than 3 seconds to reach ignition.

The presence of impurities in hydrogenic plasma, either intrinsic or deliberately

puffed for radiative purposes, lowers fusion output through both: by impurity radiation
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1.2. TOKAMAK DEVICES

and by through dilution of hydrogenic species. This necessitates a modification of the

Lawson criterion. An example of a modified Lawson criterion for the case T = Te = Ti

(the same temperature for electrons and ions) is given in Ref. [3]:

nτE ≥
3
2
ftotT

1
4
⟨σDTυ⟩ · f 2

H · Eα − LZ(T )
, (1.5)

where ftot =
∑

i ni

ne
≤ 1 is the ion-electron density fraction (dilution), ne is the electron

density, ⟨σDTυ⟩ is the fusion reaction rate of the D-T reaction, fH = nH/ne is fractional

abundance of the hydrogenic species, Eα is the kinetic energy of the alpha particles and

LZ the loss function due to line and recombination radiation of impurities. Without

radiation losses LZ = 0 and dilution (ftot = fH = 1) the formula is the standard Lawson

criterion. Determination of the tolerable impurity concentrations in a fusion reactor

is for different impurities reported in Ref. [4]. It is essential to have low impurity

concentrations in the plasma to fulfil the condition of a steady burning fusion plasma.

The major approaches to achieving the necessary plasma conditions for fusion power

are:

• Magnetic Confinement Fusion (MCF),

• Inertial Confinement Fusion (ICF).

Both concepts plan to use a hot plasma to fuse the nuclei of D and T. In inertial

confinement fusion, small DT ice pellets are isotropically and homogeneously heated

by laser or ion beams [5]. The compression and a fast ignition laser pulse provides

confinement and heating at the same time and initiate the fusion reactions.

In magnetic confinement fusion, charged particles are confined by magnetic fields

using the Lorentz force to restrict their motion perpendicular to field lines. The parti-

cles travel on helical trajectories along magnetic field lines, the so called gyro-motion

[6]. A large number of different magnetic confinement geometries have been explored,

including Z-pinches [7], Mirror Machines, Reverse-Field Pinches, Spheromaks [8], Stel-

larators and Tokamaks [9]. There are two competing approaches of how to generate the

poloidal magnetic field. In a tokamak it is produced by a toroidal plasma current. In

stellarators the poloidal field relies on a more complicated set of sophisticated, external

field coils only, e.g. helical coils or optimized modular field coils. In that work, focus is

given to the tokamak only, because this thesis is concerned on analysing the discharges

in the JET tokamak ILW (ITER Like Wall) configuration.

1.2 Tokamak devices

The tokamak has been so far the most successful machine to realize thermonuclear

fusion power plants as a source of energy. It has been developed in the early 1960s

in the Soviet Union and the name ”tokamak”” is the acronym of the Russian words

”TOroidallnaya KAmera s MAgnitnymi Katushkami” which means toroidal chamber

with poloidal coils. The Fig. 1.2, shows the basic structure of a tokamak. In the
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1.2. TOKAMAK DEVICES

tokamak, the poloidal field is produced by a toroidal plasma current Ip, which is induced

by a transformer, where the primary winding is formed by a central solenoid and the

plasma is the secondary winding. The toroidal magnetic field is created by the toroidal

field coils. The poloidal field at the plasma edge is of the order of 0.1T and the toroidal

field has a few T. A tokamak is characterized by two geometric quantities: the major

radius, R, is the distance from the toroidal axis of symmetry and minor radius, a, is

the distance from the geometric/magnetic axis in the poloidal plane. The aspect ratio

is an important machine parameter that is defined as ε = R/a (ratio of the two radii).

Figure 1.2: Basic structure of a tokamak [10].

The shape and position of the magnetic surfaces is controlled by additional external

poloidal coils. The configuration of the composite magnetic field lines is described by

safety factor q. The safety factor q indicates how many toroidal trips around the torus

are required for a magnetic field line to return to the initial location on the poloidal

cross section. The safety factor for a large aspect-ratio (ε ≫ 1) tokamak of circular

cross-section is calculated with r the distance from the magnetic axis (R), as [2]:

q(r) =
r

R

BT

BΘ

(1.6)

where BT is the toroidal and BΘ is the poloidal magnetic field.

1.2.1 Limiter and divertor

In a tokamak two major magnetic field geometries can be distinguished: limiter and

the divertor configuration. In limiter geometry the LCFS (Last Closed Flux Surfac)

is determined by the tangential intersection of a particular magnetic flux surface with

a material surface, which is called limiter. The limiter is in direct contact with the

confined, hot plasma. The two configurations are illustrated in Fig. 1.3. The last closed

flux surface (LCFS) is given by the magnetic separatrix in the divertor configuration.

The plasma region outside the LCFS is termed the scrape of layer (SOL) and is called

the region of ’open’ field lines, i.e. field lines which intersect with some part of the
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1.2. TOKAMAK DEVICES

vessel wall. The separatrix in the divertor configuration has the shape of an X in

the lower part and the poloidal field is zero at the so called X-point. In the divertor

configuration, the plasma wall interaction mainly takes place in a specially designed

part of the plasma vessel, which is somewhat removed from the confined plasma and is

termed the divertor. The separatrix legs in the divertor connect to the divertor target

surface at the strike points. These target materials must have high heat load capacity.

Present day designs of a fusion reactor (JET ILW, ITER) are based on the divertor

concept.

Figure 1.3: Limiter and divertor configuration shown in the poloidal cross-section of a toka-

mak with indicated flow pattern [3].

The midplane is the horizontal plane in the poloidal cross section ,that is at the

height of either the geometric or the magnetic axis.

1.2.2 Ohmic, Low confinement (L-mode), High confinement

(H-mode) Mode

A magnetically confined plasma in a tokamak exists in different modes, which result

in different levels of confinement. Known as confinement modes, these regimes often

offer unique confinement properties and scalings. The first operational mode utilised

in early tokamaks was one that provided plasma heating purely via ohmic heating with

no auxiliary heating systems. As such, it became known as the Ohmic confinement

mode. The Ohmic mode was therefore quickly ruled out as a viable route to a fusion

power plant. It was determined that additional heating systems would be required

to help raise the plasma temperature to reactor conditions. Plasmas with a low level

of confinement are called L modes. The first high confinement mode, H-mode, was

discovered at ASDEX tokamak [11]. A typical pressure profile for the L and H mode

plasma is shown (in comparison to more advanced confinement modes) in Fig. 1.4.

11



1.2. TOKAMAK DEVICES

Figure 1.4: L- and H- mode pressure profile [12].

Global confinement times measured in the H-mode are in the order of 2-3 times the

values obtained in the L-mode [13]. Steep gradients in the density and temperature

profiles of the plasma are observed (see Fig. 1.4). This jump in the profile is commonly

referred to as the H-mode pedestal. The low transport region at the edge of the H-

mode plasma is known as an Edge Transport Barrier (ETB). A sudden transition from

the operation in L-mode to H-mode occurs above a threshold for the heating power.

Although known to depend on many parameters, it is widely accepted that the L-H

transition threshold power strongly depends on the plasma density, toroidal magnetic

field and plasma size. A power law scaling, including the line average plasma density,

the magnetic toroidal field and the plasma surface area, is then used for fitting the

experimental threshold power and leads to the following expression, given by Martin

[14]:

PL−H = 0.0488e±0.057n0.717±0.035
e B0.803±0.032

T S0.941±0.019
0 , (1.7)

where PL−H is the threshold power expressed in MW, ne is the line average electron

density in 1020m−3, BT is the magnetic field in T and S0 is the plasma surface area in

m2. This expression is called Martin Law. The above scaling expressions are obtained

from the data of deuterium discharges and of deuterium plasmas heated by hydrogen

beam. The latter plasmas are considered to consist mainly of deuterium at the L-H

transition. The dependence of the threshold power on the ion mass number M was

roughly given by PL−H ∝ 1/M [15]. When this mass dependence is applied to the

deuterium-tritium discharges for International Thermonuclear Experimental Reactor

(ITER) or DEMO, the above predicted values of PL−H can be reduced by ∼ 20%.

A further distinguishing characteristic of the H-mode is the presence of events

known as Edge Localised Modes (ELMs) [16], [17]. ELMs are a rapid (milliseconds)

relaxations of the H-mode pedestal that are triggered at regular periods by an MHD

instability. During an ELM event the local particle confinement at the plasma edge

is reduced which causes an increased outflow of particles from the edge of the plasma.

For this reason the global energy and global particle confinement times are observed

to be lower during an ELMs period. H-mode is the foreseen confinement scheme for

future fusion devices like the international tokamak ITER [18]. The extrapolation of

the ELM induced heat loads to larger devices such as ITER, which are foreseen to

be operated in type-I ELMy H-Mode plasmas, is a crucial activity since it defines the

12
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operational range of future devices. The usually cited material limit for ELM peak

divertor thermal impact is quoted to be 0.5 MJ/m2 is found by material testing for a

typical energy deposition time of 750µs [19].

1.2.3 Power exhaust

In many fusion energy roadmaps, such a step, often called DEMO, is a machine,

that should bridge the gap between ITER and the first commercial fusion power plant.

In future fusion devices like ITER [18] and the demonstration reactor DEMO [20] power

exhaust will be a challenge. Economic and technical considerations lead to a power

plant size with a fusion power of 3 GW. The fusion power is distributed inversely

proportional to the mass ratio of the fusion products: 80% in neutrons and 20% in

alpha particles. The neutrons are not confined by the magnetic field and their energy

is distributed over the whole first wall. The alpha particles are confined and transfer

their energy to the plasma via collisions leading to the so-called alpha particle heating.

In the case of a DEMO-like reactor more than 85% of the heating power has to be

radiated to meet the material limits. The reduction of divertor target power loads to

an acceptable level is a critical issue for future fusion reactors. The radiative exhaust

of energy by sputtered and by externally seeded impurities is considered, as a possible

way of spreading energy over a large wall area. Plasma radiation can be increased by

seeding extrinsic impurities and experiments with high radiative scenarios have been

performed with different types of the seeding gases: nitrogen (N), neon (Ne), argon

(Ar) and krypton (Kr) at the ASDEX Upgrade tokamak (AUG) [21], [22], and N and

Ne at JET ILW [23].

1.2.4 Time confinement - scaling low

Energy confinement is a key issue in fusion research. Since it describes how well the

energy remains in the extremely high temperature plasmas, that are required to reach

fusion. The parameter used to characterise the confinement is the energy confinement

time, defined as the ratio between the plasma energy and the heating power required

to maintain it stationary (see Eq. 1.8).

τE,th =

∫
3
2
n(Te + Ti)dx

3

Paux

(1.8)

Inter-machine analyses show, that the energy confinement strongly increases with

the plasma size and with the plasma current and to a less extent with the plasma

density and the toroidal magnetic field. Conversely, it strongly decreases with the

injected power.

One major aim in fusion research is to quantitatively understand the physics of

particle and energy transport in confined plasma. This goal, which would allow to

predict the thermal insulation and fusion performance of a device, has not yet been

reached. Therefore it is necessary to derive empiric scaling for thermal insulation, based

on the results achieved in existing devices. Thus, empirical multi-machine scalings have

been developed in order to describe quantitatively the variation of τE with the change
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of plasma parameters across a wide range of plasma conditions. Scaling laws are best-

fits of data from thousands of experiments across many tokamaks, used to estimate

performance of tokamaks with various operating parameters. In 2001, after analysis of

the enlarged ITERH.DB3v10 (final) dataset with ELMy H mode contributions from

14 tokamaks, the practical reliability of the ITERH-98P(y,2) scaling was confirmed

by International Workshop of the confinement database and modelling expert group in

collaboration with edge and pedestal physics expert group. The scaling law used in the

design of ITER(ITERH-98(y,2)) predicts that the most significant factor in improving

the performance of a tokamak is the major radius of the plasma. The Fig. 1.5 shows

the observed τ expE,th for the extended dataset against the prediction by ITERH-98P(y,2)

[24].

Figure 1.5: Thermal energy confinement: observed vs. predicted [24].

The ITER-98y2 ELM-y H-mode scaling is given by formula:

τ
H98(y,2)
E = 0.05621×I0.93p ×B0.15×nline0.41

e ×P−0.69
core ×R1.97

T ×(
a

RT

)
0.58

×Āi
0.19×κ0.78 (1.9)

where Ip is the total plasma current in MA, BT is the toroidal magnetic field in T, nline
e

is the line average electron line density given in 1019m−3, Pcore is power in core plasma

in MW, RT is the toroidal radius in m, Āi is the mean ion mass number and κ is the

elongation of the plasma cross-section.

1.3 The Joint European Torus (JET)

The Joint European Torus, known simply as JET is located near the village of Cul-

ham in the United Kingdom and has been operating since 1983. Originally designed

and built as limiter tokamak, JET was subsequently converted to a divertor tokamak

in 1992. The JET toroidal vacuum vessel has a major radius of 2.96m. It is the only

tokamak presently capable of operating with tritium, though to prevent the radioacti-

vation of the vessel the majority of experiments are run using pure deuterium plasmas.

For an example, JET has the world record of the highest fusion power 16.1MW of
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fusion power, equivalent to Q = 0.62, was generated by D-T experiments in JET in

1997 [25]. It is currently operated by behalf of EUROfusion Consortium.

The carbon wall has not caused serious problems for the experiments using deu-

terium (or hydrogen) gas only, but nuclear safety regulations prohibit its use in a

reactor due to the large retention of tritium within carbon [26]. In ITER, the use of a

carbon first wall would lead the in-vessel inventory of tritium to exceed the maximum

allowable, limited by regulations on the allowable radioactive material inventory. This

requires ITER to be designed using non carbon material for the first wall. Beryllium

has been selected in ITER due to the low retention of hydrogen isotope and low ra-

diation level of Be in the plasma [27]. It is selected first, because has the advantages

of being a low-Z material with a good thermal conductivity. Second, the ability to

getter oxygen from the plasma, which is in particular important for the start-up phase.

However, its high sputtering yields and the low melting point limit its power handling

capabilities. Low erosion, i.e. low effective sputtering yields, high sputtering threshold

and no chemical erosion, are required for divertor. Tungsten has been selected due

to the high melting temperature and low sputtering yield. The tritium retention in

tungsten is small and compatible with the design of future fusion reactors [28]. How-

ever, in contrast to carbon, tungsten melts, when its material limits are exceeded. JET

underwent a transformation from a full carbon-dominated tokamak to a fully metallic

device with beryllium in the main chamber and a tungsten divertor. This material

combination is foreseen for the activated phase of ITER, for this reason JET with Be

wall and W divertor is called JET ILW (ITER Like Wall). The ITER Like Wall in-

stallation was successfully completed in 2011. The ITER Like Wall experiment at JET

shall demonstrate the plasma compatibility with metallic walls and the reduction in

fuel retention. Fig. 1.6 shows the picture of the completed JET ILW configuration.

Figure 1.6: JET ILW [29].

A large number of diagnostics are available to assess the state of the plasma. These

include Thomson scattering systems, far-infrared interferometers, neutron cameras,
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bolometers and various spectroscopic systems. Among the variables measured are the

electron and ion temperatures and densities, impurity levels in the plasma, plasma

rotation rates and the neutron flux. JET experiments with the ILW have produced

invaluable information on the wall material's behaviour and a technical basis for the

scenario development in ITER.

1.4 Motivation and outline of the work

Experimental areas where significant progress has taken place in last years are

energy transport, in particular of the anomalous transport scaling, particle transport

in the core and SOL. Particle transport plays a major role in the interaction of diverted

plasmas with the main-chamber material elements. This experimental progress has

been accompanied by the development of modelling tools for the physical processes

in the plasma and plasma-materials interaction and the further validation of these

models by comparing their predictions with the new experimental results. Progress in

the modelling development and validation has been mostly concentrated to predictions

for ITER with plasma modelling codes, including models for the transport of impurities

at the plasma to describe the core contamination by impurities and the migration of

eroded materials at the edge plasma. The acceptable erosion rates are determined by

the required life time of the plasma facing components, as well as by the low limits

for the allowed central impurity concentrations, which are very low for the high-Z

elements and in the percent range for beryllium and carbon. Here, impurity transport

between the wall components and the plasma centre is the key element, which has to

be considered.

For a burning plasma device like ITER and DEMO, main chamber radiation and

divertor radiation by impurity seeding will be mandatory to reduce power loads in the

divertor region. The spatial distribution of the radiated power is crucial for working at

plasma operation in H-mode. It has to be such, that the confinement is not degraded.

This knowledge is strongly needed to predict impurity transport in next step fu-

sion devices, and will influence the material choice or indicate advantageous plasma

operation scenarios with low central impurity concentrations. Transport investigations

have to be performed for the whole range of elements from He up to W. Since the

construction of large fusion plasma experiments is expensive and time consuming, it is

not possible to test many elements as plasma wall components on a large scale.

The work presented in this thesis aims to understand the physics of the impu-

rity transport, their production and their role in tokamaks. The relevant questions

addressed in this thesis are:

• What is the effect of radiation by seeding impurity?

• What is the effect of high radiation and fuel dilution by impurities on the energy

confinement?

• How does the plasma respond to different impurities?
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• What is the effect by seeding impurity on the W sputtering?

• Is it possible to reproduce the experimental observations by modelling, predict

and control detrimental events such as W production?

To answer these questions transport analysis have been carried out taking the spa-

tial radiation distribution into account.

The thesis of this work is, that physical models applied in COREDIV and

ETS codes allow to obtain results in accordance with experimental results

and explain a number of phenomena related to the transport of impurities

in the JET ILW tokamak.

In order to achieve the goal of the doctoral dissertation, which is to demonstrate

the truthfulness of the above thesis, detailed research has been undertaken , which

consisted in the following stages:

• participation in the JET ILW experiments and analysis of experimental results

• numerical studies of the influence of:

– the impurity sources on discharge parameters

– different seeding gases on plasma performance

– the auxiliary heating on the impurity transport in JET ILW

– the electron separatrix density on impurity transport

– the impurity radial transport in the SOL on the divertor operation

• a summary of the results of the work and an evaluation of the achievement of the

objective of the work, and thus confirmation of the validity of the thesis of work

In order to check the truthfulness of the thesis it was necessary to perform simulation

with COREDIV code for different plasma scenarios in order to test the code ability to

reproduce the experimental observations with implemented theoretical models and to

gain a better understanding of the complex physical mechanisms that govern plasma

dynamics and contribute to the reduction of the power loads to the target plates. It has

been possible to qualitatively reproduce the experimental observations in the numerical

modeling.

For the study of plasma and impurity transport in tokamaks many elements from

quite different physics fields have to be combine. The necessary ingredients are pre-

sented in Fig. 1.7.
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Figure 1.7: The ingredients in plasma physics.

The interaction of plasma with wall and divertor (material science) calls for the

need for detailed understanding of processes creating neutrals (impurity) or ions at

material surfaces. Atomic and molecular processes affects strongly the plasma through

ionization and recombination. The basic physics of impurities, their production, main

erosion processes and associated atomic physics are presented in Chapter 2. The plasma

fluid theory is needed to obtained transport equations governing the plasma dynamics.

The different transport processes in plasma are presented in Chapter 3. Chapter 5

describes the pros and cons of individual numerical codes and their application to

calculations of physical problems in discharges for the JET ILW tokamak.

The results from simulations need verification by comparison with experimental

results, for this reason short description of the diagnostic systems in JET tokamak

is presented in Chapter 4. Numerical studies of impurity transport in JET ILW dis-

charges are shown in Chapter 6. Analysis of the influence of the impurity sources, of

the auxiliary heating on the impurity transport, of the impurity radial transport in

SOL and comparison of the different impurity seedings are presented in Chapter 7,

Chapter 8, Chapter 9 and Chapter 10, respectively. In Chapter 11modelling of JET

DT experiments in ILW configurations is presented. Finally, a discussion about the

results and concluding remarks are given in Chapter 12.
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Chapter 2

Impurities in tokamak

Impurities in tokamaks can be grouped into two different categories by their origin:

intrinsic and extrinsic. The latter one are impurities injected to the plasma by gas

puffing, for example impurity seeding uses nitrogen(N) and nobel gasses: neon (Ne),

argon (Ar) and krypton (Kr)) or produced due to Laser Blow-Off (LBO). The impurities

can by also divided in subcategories depending on their mass (atomic number(Z)): low-

Z, mid-Z and high-Z. Low-Z impurities are those with Z < 10 and in case of JET ILW

they are: beryllium (Be), nitrogen(N), oxygen (O). The mid-Z impurities in JET are

nickel (Ni), iron (Fe) and copper (Cu). The high-Z impurities (Z > 40 are tungsten

(W) and molybdenum (Mo).

The intrinsic category includes:

• impurities, that have migrated into the plasma following erosion of the plasma

facing components (PFCs)

• impurities, source of helium from thermalised alpha particles (product of the D-T

reaction) created in the plasma core.

2.1 Sources of intrinsic impurities in the tokamak

The intrinsic impurities in tokamak arise from plasma wall interaction. Impurity

fluxes from wall elements entering the plasma can be generated by a combination of

different erosion mechanisms. The main erosion processes in tokamak are physical and

chemical sputtering, erosion by arcs, and blistering. In the present paper, focus is given

to physical and chemical sputtering, which is the dominant mechanism in JET ILW

discharges.

For the impurities, which are eroded from the plasma facing components, the pro-

duction rate strongly depends on the choice of the material. Energetic plasma particles

strike the solid surface, dislodging atoms from the lattice in a process called sputter-

ing. In time, sputtering can result in substantial erosion of the surface. Light ions

such as, carbon and oxygen get into discharges by low-energy detachment processes of

molecules adsorbed on the machine walls; metallic atoms are released mostly due to

sputtering.
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Impurity generation by erosion of materials from plasma facing components is an

important issue for a fusion device with respect to:

• the life time of wall components

• detrimental effects on the plasma performance due to fuel dilution and/or radi-

ation losses in the plasma core.

2.1.1 Physical sputtering

When the energy of the impinging particles exceeds the threshold energy to displace

surface atoms, the surface atoms are sputtered to leave the surface, which is referred

to as physical sputtering. The threshold energy is larger for heavier surface atoms.

Energetic plasma particles strike the solid surface, dislodging atoms from the lattice.

Atoms (impurities), which have been injected into the plasma from the walls are ion-

ized but eventually return to strike a solid surface, giving rise to self-sputtering. All

sputtering processes are characterized by the sputtering yield, Y , which is the number

of atoms or molecules ejected per impinging particle.

Physical sputtering results from elastic energy transfer from incident particles to

target atoms. The minimum transferred energy required to sputter an atom is equal

to the surface binding energy, Es, material options ranges between 3.38 eV (Be) and

8.8 eV (W) [30]. At low ion energies, where the transferred energy to surface atoms

is comparable with the surface binding energy, the sputtering yield decreases strongly

and becomes zero below a threshold energy. For light ions incident on heavy materials,

the threshold energy, Eth, is determined by the energy which can be transferred to

target atoms and can be analytically approximated by expression[31],[32]:

Eth =
(M1 + M2)

4

4M1M2(M1 −M2)2
Es (2.1)

where M1 and M2 are the incident particle mass and target mass respectively, and Es

is the surface binding energy. The energy dependence of the sputtering yields, Y , at

normal incidence can empirically be described by the following expression:

Y = QSn(E)

(
1 − Eth

E

)2
(

1 −
(
Eth

E

)2/3
)
, (2.2)

where Sn(E) is the function for the energy dependence on the energy deposited in

elastic collisions. Values for the fitting parameters Q and Eth are tabulated for many

ion-target combinations and given by Eckstein in Ref. [33].

Since plasma always contains impurities such as carbon (C), oxygen (O), and/or

helium (He) produced by D-T reactions, the physical sputtering by intristic impurities

might be significantly larger than that by fuel ions for high-Z target materials. The

physical sputtering yield increases with the incidence angle of the projectile, since more

energy can be transferred to the near surface layer for grazing incidence compared

with normal incidence. For Be and W targets, experimental data and the fit for the

20
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sputtering yield at normal incidence are shown in Fig. 2.1, as a function of incident

particle energy.

Figure 2.1: Energy dependence of the sputtering yields of Be and W bombarded by D, C, O,

Ne and Ar ions. Experimental data are fitted using an empirical equation for the sputtering

yields [33].

Physical sputtering data are available for both materials from energies close to the

threshold energy (20 eV for D on Be and 200 eV for D on W) up to the high keV range

and have been collected in data summaries. However, the situation is different for

heavier ions, such as C, O, Ne or Ar. Heavier ions can transfer almost all their energy

onto target atoms. In this case, the threshold energy is determined by the energy loss

in inelastic stopping of atoms in the process of the reversal of momentum that requires

several collisions inside the target. The resulting threshold energy is of the order of

4 to 8 times the surface binding energy Es, i.e., about 30 eV for W( see Fig. 2.1).

Therefore, the sputtering by the impurities is the main cause of both erosion of the

plasma facing surface and plasma contamination by sputtered atoms. The dependence

on angle of incidence is well described theoretically for light ions in Ref. [34], and

parameter fits exist for light and heavy ions [33]. The self-sputtering yield of W versus

angle of incidence at fixed energy of incidence is presented in Fig. 2.2.

Figure 2.2: Self-sputtering yield of W versus angle of incidence(α) at fixed energy of incidence

[35].
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Non-normal incidence increases the deposited nuclear energy near the surface. The

decrease at very grazing angles is due to surface reflection.

Furthermore, the high Z impurities can become multiply charged and accelerated

to high impact energies by the sheath potential, which can lead to significant sputtering

yields [36]. For equal temperatures of ions and electrons, the mean ion energy at the

target is approximately ⟨E⟩ ≈ 2kBT + 3ZkBT (kB is the Boltzman constant), where

the second term proportional to the ion charge Z is due to the acceleration in the

sheath potential. This term is especially important for the physical sputtering of high-

Z materials, where a low fraction of higher charged impurity ions leads to a substantial

increase of Yphys due to the increased energy of the projectile, since impurity ions also

have a reduced threshold energy due to the higher mass.
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Figure 2.3: Sputtering yield of W by different impurities implemented in the COREDIV

code.

In the COREDIV code, sputtering by every ion (main plasma and impurities) is

considered and the yields are calculated based on the data given in Ref. [34]. The

sputtering of W by different ions calculated in COREDIV code is presented in Fig. 2.3.

2.1.2 Chemical sputtering

Chemical erosion results from the formation and release of volatile molecules in

the interaction of incident plasma particles and target atoms. It is characterized by

the formation of volatile molecules during chemical reactions of the incident particles

with the target atoms. Typical example: the formation of hydrocarbons in the inter-

action of hydrogen atoms with carbon surfaces. Chemical erosion (or sputtering) is

important in case of carbon-based materials under the bombardment with hydrogen

and oxygen leading to an emission of a wide spectrum of hydrocarbon molecules and

carbon oxides. Physical and chemical erosion introduce different types of impurity

sources into the plasma. Physically sputtered particles leave the surface as neutral

atoms, but chemical erosion of carbon can produce various thermal neutral molecular

sources, including hydrocarbon radicals, methane molecules and higher hydrocarbons.

In each case, particles are ionized or dissociated by the plasma. In comparison with

physical sputtering, chemical erosion is a much more complicated process, and its anal-
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ysis relies heavily on measurements made in accelerators, linear devices and tokamak

edge plasmas [37, 38].

Figure 2.4: Chemical erosion for carbon by incidend deuterium ion with different energy at

elevated temperature.

As chemical reactions are involved, chemical erosion shows a strong dependence on

the surface temperature in contrast to physical sputtering [see Fig. 2.4]. During the

bombardment with hydrogen isotopes, the carbon atoms in the implantation zone are

hydrogenated and form a complex C−H bond structure there. With increasing surface

temperature, radicals such as CH3 are released, while at temperatures above 600K the

recombination of hydrogen to H2 prevails leading to a reduction of the erosion yield.

These temperature controlled processes are supported by radiation damage owing to

the energy transfer from the incident ions to the atoms in the lattice.

At low temperatures, no thermal release of hydrocarbons occurs. However, because

of the much smaller binding energy of hydrocarbons (Es ∼1 eV) compared with carbon

(Es =7.4 eV), incident ions can easily erode the hydrocarbons from the surface. This

process is called ion-induced desorption of hydrocarbon radicals [38]. Because of the low

Es of hydrocarbons, chemical erosion has a significantly lower energy threshold, than

physical sputtering. Impact energies above 50eV are required to obtain 0.5% physical

sputtering yield of carbon by deuterium [39]; the same yield of chemical erosion, Ychem,

is obtained already at sub-eV impact energies [40]. The chemical erosion yield for

carbon has a maximum at an elevated temperature, Tmax = 700−900 K, and decreases

at temperatures higher than Tmax due to the release of hydrogen molecules [41].

Large erosion by chemical sputtering and large tritium retention in the redeposited

layers are one of the main reasons to exclude carbon materials as plasma facing com-

ponents in ITER.
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2.1.3 ELMs and disruptions

Rapid plasma termination events called disruptions are usually the result of reaching

one of the operational limits in tokamaks. The plasma disruptions can abruptly increase

the heat loads on the solid surfaces, leading to melting of metallic PFCs. Disruptions

can cause significant damage such as deformation of in-vessel structures, short circuits

in external supplies due to induced eddy currents, as well as melting and vaporization

of wall materials [42].

Operation in H-mode is generally assumed as the most likely scenario for next step

tokamak fusion devices. H-mode plasmas develop a pronounced edge transport barrier

and, hence, rather steep edge gradients, which can drive a variety of instabilities, espe-

cially quasi-periodic barrier relaxations, well known in the literature as edge localized

modes (ELMs), which are characterized by a periodic expulsion of particles and ther-

mal energy from the inner region at the separatrix into the edge plasma and finally

parallel along the magnetic field lines onto the divertor and/or wall surfaces.The first

classification of the different ELM phenomena was given for the DIII-D tokamak [43].

Three distinct types of ELM were found and numbered (the numbering indicating the

historical sequence in which the ELM types were found). The original classification is

based on three criteria: the dependence of the ELM repetition frequency νELM on the

heating power P , the occurrence of magnetic precursors and the MHD stability with

respect to the ideal ballooning criterion.

• Type I ELMs, the ELM repetition frequency νELM increases with heating power.

There is no detectable magnetic precursor oscillation. However, the level of broad-

band magnetic and density turbulent fluctuations increases prior to a type I ELM.

Ideal ballooning analysis shows that the plasma edge is always close to the sta-

bility limit α ≈ αcrit [44]. Type I ELMs appear as isolated sharp bursts on the

Dα-signal.

• Type II ELMs, when the shape of the plasma cross section is changed towards

higher elongation and triangularity, the appearance of the ELMs may change.

They become more frequent and the magnitude of the Dα-burst decreases. In

this case, the plasma edge is found to be in the connection regime between the

first and the second stable region of the ballooning diagram [45]. For type II

ELMs, no information on the power dependence of νELM or the MHD precursor

activity exists.

• Type III ELMs, the ELM repetition frequency decreases with heating power. A

coherent magnetic precursor oscillation of frequency νprec ≈ 50 ÷ 70 kHz is ob-

served on magnetic probes located close to the plasma in the outboard midplane.

A toroidal mode number of n ≈ 5 ÷ 10 was inferred. The plasma edge pressure

gradient is significantly below the ideal ballooning limit, i.e. 0.3 ≤ α/αcrit ≤ 0.5

[46].

Typical values of the ELM energies deposited at the divertor plates are for ASDEX-

Upgrade, 0.1 ÷ 0.5 MJ/m2. A newly established scaling of the ELM energy fluency
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using dedicated data sets from JET operation with CFC(Carbon Facing Component)

and ILW plasma facing components, ASDEX Upgrade operation with both CFC and

full-W PFCs and MAST with CFC walls has been prepared by T. Eich [47]. The result

of this scaling gives a range in parallel peak ELM energy fluency of 10÷ 30 MJ/m2 for

ITER Q = 10 operation and 2.5 ÷ 7.5 MJ/m2 for intermediate ITER operation at 7.5

MA and 2.65 T.

ELMs can abruptly increase the heat loads on the solid surfaces, leading to melting

of metal PFCs and sublimation of carbon PFCs [48]. Macroscopic melting of metallic

surfaces can inject large quantities of impurities into the confined plasma and radically

deform the topology of the melted component [49]. In addition, microscopic surface

deformities or regions of poor electrical conductivity can trigger electrical arcs - high

currents of short duration, arising from the sheath potential between the plasma and

the PFC. Arcs can cause fast evaporation and erosion of the PFC material even in the

absence of transient events [50]. These discontinuous plasma wall interaction (PWI)

processes are, however, outside the scope of this thesis.

2.1.4 Prompt redeposition

A favorable effect with respect to net erosion is the effect of prompt re-deposition.

After leaving the material surface, the eroded impurities can re-deposit locally or be

transported in the plasma into more distant regions. The migration of impurities

depends on the PFC material properties, the edge plasma conditions, fundamental

transport processes, and the magnetic field and machine geometry. Physical and chem-

ical erosion introduce different types of impurity sources into the plasma. Physically

sputtered particles leave the surface as neutral atoms but chemical erosion produces

various neutral molecular sources, including hydrocarbon radicals, methane molecules

and higher hydrocarbons [36], [38]. In each case, particles are ionized or dissociated by

the plasma.

The ionization depth is a key parameter determining the fraction of impurities which

are locally re-deposited. Ionization within a distance from the surface comparable

with the impurity ion Larmor radius can lead to prompt re-deposition within the first

gyration orbit [51]. Schematic depiction of prompt redeposition during the first cycle

of gyration around the magnetic field line is shown in Fig. 2.5.
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Figure 2.5: Schematic depiction of prompt redeposition during the first cycle of gyration

around the magnetic field line. The magnetic field is directed toward the viewer as indicated

[30].

The underlying mechanism is simple and the analytical derivation was found first

by Fussmann [52], [53]. The fraction of the re-deposited atoms fprompt is given by

expression:

fprompt =
1(

1 +
(

λion

ρ

)2) (2.3)

where λion is the ionization length calculated from ionization frequency and averaged

thermal velocity and ρ is the gyro-radius of singly ionized atom in magnetic field. The

resulting fprompt is incorporated into (e.g. W) sputtering yield Y as follows: Y′ =

Y (1 − fpromt). Prompt re-deposition is expected to be more important for the heavy,

high-Z elements which ionize rapidly and have a larger Larmor radius compared to

low-Z elements like carbon. Using this simple model, the fraction of not promptly

redeposited W ions escaping from divertor plate as a function of temperature at two

magnetic fields (2T and 6.5T) for different electron densities is shown in Fig. 2.6.
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Figure 2.6: The fraction of not promptly redeposited W ions [54].

The prompt re-deposition process has almost not influence on the erosion when the

magnetic field and the density increases and the plasma temperature is low < 10eV.

The effect of the reduced sputtering yield due the prompt-re-deposition process is only

important for relatively small levels of seeding, where temperature on the plate is high
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> 10eV. The prompt re-deposition process in case of W plate was recently modeled

with PIC (Particle In Cell) and Monte Carlo methods [55, 56].

2.1.5 Impurity seeding

Impurity seeding has been used for a long time in tokamak research [57]. The

reduction of limiter and divertor power loads was also an early experimental goal in

view of future devices. The presence of seed impurities not only reduces the plasma

temperature in front of material surfaces. It also adds a new plasma species which

leads to surface material sputtering. Depending on the seeded species and surface

material, modifications of the surface structure have been observed. Only noble gases

and nitrogen are considered as seed impurities recently, since non-recycling impurities

such as carbon would lead to tritium co-deposition.

There are other various reasons to introduce impurities artificially. Impurities can

be used as a diagnostic tool (Li-beam [58]), to study the impurity transport with a well-

defined source (laser blow-off injection [59]), to mitigate ELMs [60] and disruptions.

2.2 Atomic processes in the plasma

The interaction of the plasma constituents are described by atomic physics. Various

processes of electron collisions with atomic particles are classificated in two group:

• bound - bound transitions

• bound - free transition,

which schematic is presented in Fig. 2.7.

Figure 2.7: Energy levels and processes on the atoms[61].

The important reactions in impure plasmas are:
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For bound - bound transitions

Spontaneous emission This is emission of the photon transitions from an highest

energy state to lower energy state state. The schematic write as:

A1 → A2 + hν12, (2.4)

where A2 is first state and A1 higher state of the atom, ν12 is the photon frequency and

h is Plank constant. The radiation is called line emission and can only be generated

by particles, that are not fully stripped of its electrons.

Photo-absorption or emission Photo-absorption is a linear absorption process whereby

one photon excites an atom, ion or molecule from a lower energy level to a higher en-

ergy level, for example, from the ground state to the first excited state. The schematic

write as:

A2 + hν1 � A1 + hν1 + hν2 (2.5)

The difference between absorption and emission spectra are that absorption lines are

where light has been absorbed by the atom thus you see a dip in the spectrum whereas

emission spectra have spikes in the spectra due to atoms releasing photons at those

wavelengths.

Collisional excitation or de-excitation Excitation is process, when thermal kinetic

energy of the free electrons in the plasma is transferred by collisions to the internal

energy of the atom. Schematic presented as:

A1 + e1 � A2 + e2, (2.6)

where e1,2 is electrons.

For bound - free transition

Radiative recombination

B1 + e → A2 + hν (2.7)

A photon energy of hν is realised, which is larger than the ionization energy of the

atom or molecule.

Photoionization/stimulated recombination

B1 + e � A2 + hν (2.8)

Collision ionization/three-body recombination Collision ionization is inelastic colli-

sion of ions or neutrals with an electron which can either ionize the particle. Schematic

are:

B1 + e1 � A2 + e2, (2.9)

where B1 is ground state on ion Z + 1. This process determines the source rate for

the ions in a fluid plasma description. Recombination is opposite process to ionization.

Recombination is a sink term for ions, plasma energy and momentum and a source

term for the electron energy.

Dielectronic recombination (autoionization +electron capture)

B1 + e � A3 � A2 + hν (2.10)
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where the efficiency of dielectronic recombination in high-temperature plasmas is con-

siderably larger than that of radiative recombination. In high-density plasmas, how-

ever, the effect of three-body recombination dominates.

Next important reaction is:

Associative ionization and dissociative recombination

A + B � AB+ + e− (2.11)

Charge exchange

A + B+ � A+ + B (2.12)

Charge exchange is the transfer of an electron from an atom to an ion when they

collide. The cross-section of charge exchange can be large, and the process becomes

important especially in the SOL region.

The emission of electromagnetic radiation and the interaction with neutrals is of

particular importance for power dispersal and losses in the tokamak. The other trans-

forms particles of one species into another one and can be included as source and sink

terms in the fluid equations for different species, e.g. electron-impact ionization.

This ionisation and recombination determines the source rate for the ions in a fluid

plasma description. In the analysis an atomic system in the plasma can be assumed:

• without transport: the plasma is assumed to be infinite in extent and of uniform

electron density ne and temperature Te.

• excitation and ionization is due to electron impact only,

• charge exchange re-combination is included, requiring that the neutral density

and temperature be specified,

• the plasma is optically thin, i.e. no radiation trapping

For this condition, the equilibrium distribution of plasma ions with their different

charge states is given by balancing the processes of impact ionization and radiative

recombination for each ionization state. This state is called coronal equilibrium. In

the coronal equilibrium, the distribution of the impurity particles amongst the different

charge states is purely a function of the electron temperature, with no dependence on

the electron density [62]. Figure 2.8 shows the example for carbon and argon, based

on the atomic data from COREDIV code.

The electron temperature at the separatrix in JET ILW and ASDEX Upgrate is

about 100 ÷ 120eV , but temperature in the pedestal region is about 1 ÷ 1.5keV

(depending on discharge parameters, as plasma density, auxiliary heating...). For this

condition, between pedestal and plasma center only C6+ and Ar17+, Ar18+ can be

observed . The ionization - recombination equilibrium in plasmas with high electron

density-although this equilibrium may still be local and not influenced by transport -

is not necessarily given by the coronal picture, since at higher ne, electron- collisional

de-excitation competes with spontaneous emission. Three-body recombination, with

an electron acting as the third body to take away the recombination energy, ultimately

exceeds two-body recombination at high ne. In that case, the effective excitation,

de-excitation, ionization and recombination rates are functions of both Te and ne.
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Figure 2.8: The carbon(left) and argon (right) equilibrium ionization state distribution.

2.3 Radiative processes in the plasma

Radiation distribution is an essential component of the power balance in tokamaks.

The impurities relevant for fusion experiments can be classified into groups based on

the emitted radiation, which in turn depends on the number of bound electrons and

the plasma temperature: Low-Z impurities such as carbon, oxygen, boron and nitrogen

have only few bound electrons and can be fast fully ionized. Their contribution to the

total radiation is mainly at the plasma edge since in the core they are fully ionised.

The mid-Z impurities as iron and nickel can radiate in whole plasma, whereas high-Z

impurities such as tungsten radiate mostly in the plasma core.

All plasmas emit and absorb electromagnetic radiation. We identify the following

contributions:

• Line radiation (bound-bound transition) corresponds to transitions of electrons

between levels in atoms and ions, and at low temperatures also in molecules.

Lines may become optically thick especially at long wavelengths and then they

also reach the black-body limit.Since the bound electrons in the ion shells can only

exist in discrete energy levels, the spectrum has a lines structure. It represents

a major source of energy loss from the plasma especially in presence of heavy

impurities which are not fully-stripped. This poses a severe restriction on the

maximum level of impurity concentration that can be tolerated.

• Bremsstrahlung(free-free), a continuum radiation, is emitted when the electrons

experience deflection in the electric field of the ions. At long wavelengths the

optical depth becomes large and the bremsstrahlung approaches the black-body

limit (Planck function).The power density is given by:

Pbrem = 5.35 × 10−27n2
eZEFF

√
Te[W/m3], (2.13)

where ZEFF is effective charge is defined as:

ZEFF =

∑
niZ

2
i

ne

. (2.14)

The energy loss by bremsstrahlung is proportional to Z2. Since ZEFF increases

with the impurity content, bremsstrahlung radiation also poses a limit for the
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maximum impurity content in the plasma. For JET ILW for discharges with-

out impurity seeding, the impurity which have strong influence on the ZEFF is

beryllium.

• Recombination(bound-free transition) consists of the emission of a photon after

the capture of an electron by an ion. Its spectrum is continuous above a threshold

energy corresponding to the binding energy of the captured electron.

Total power of continuous radiation, which is sum of the radiation of bremsstrahlung

and recombination. Recombination radiation is neglected for the visible spectrum area.

This gives the molarity of the determination the effective charge of the plasma ZEFF .

Braking radiation emission occurs for cadmium photon energy, whereas recombi-

nation radiation emission occurs for photon energy sufficient for recombination with a

specific ion (hν ≥ Z2Ry/n
2
e,where Ry is Rydberg constant).
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Figure 2.9: Cooling rate for Be, N, Ne, Ar, Kr, W in coronal equilibrium.

In the Fig.2.9 are shown cooling rates based on the atomic data implemented in

COREDIV for Be, N, Ne, Ar, Kr, W in coronal equilibrium. Black and red marked

area corresponds to temperatures in JET ILW for separatrix and pedestal. We see,

that low Z-impurity like to Be, N radiate mostly in the SOL, but Ar (dark blue line)

have maximum of the radiation between separatrix and pedestal. For high Z-impurity

(W) main radiation is in the core region.
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Chapter 3

Basic of plasma transport

A plasma is an ensemble of charged particles: electrons e, ions i and neutrals n with

different positions r and velocities V which move under the influence of external forces

(electromagnetic fields) and internal collision processes (Coulomb collisions, ionization,

charge exchange etc.). The motion of each particle in electric and magnetic field is

described by Lorenz force law. To describe the plasma dynamics different approaches

are used:

• singles particles - equation of motion is solved for every single particle

• kinetic, where particles are treated as assemble of particles with distribution

function

• fluid, where different types of particles are treated as different fluids

• hybrid: kinetic/fluid.

3.1 Kinetic and fluid description of plasma in toka-

mak

In kinetic description, the plasma state is given by one particle distribution function

fa(r,V, t). The kinetic equation describes the evolution of the distribution function

in time. The distribution function is interpreted as the probability density in the

six-dimensional phase space combining three-dimensional geometrical (real) space and

three-dimensional velocity space, normalized to the number of particles. The external

electric E and magnetic B fields impose forces on charged particles a with the nuclear

charge number Za and mass ma. A kinetic description with the absence of collisions is

given by solution of the Vlasov equation Eq. 3.1:

∂fa
∂t

+ V · ∂f
∂x

+
Za

ma

(E + V ×B) · ∂f
∂V

= 0 (3.1)

in the standard form. The proper collision kinetic equation for plasma for small angle

collisions is the Fokker-Planck equaition Eq. 3.2
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∂fa
∂t

+ V · ∂fa
∂x

+
Za

ma

(E + V ×B) · ∂f
∂V

= Ca + Sa (3.2)

where in right side of the equation Ca is Coulomb collision operator and Sa is external

particle source term. Using the complete distribution function is usually neither prac-

tical nor feasible. Often the moments of the distribution function are used to describe

the plasma evolution in a fluid approach. The basic idea of the fluid model is to take the

medium of interest, in this case a plasma, and subdivide it into a large number of small,

moving fluid elements and each element is assumed to contain a large number of par-

ticles. The fluid model describes the plasma based on macroscopic quantities (velocity

moments of the distribution function such as density, mean velocity, and mean energy).

A fluid approach is only valid if the plasma constituents are sufficiently coupled via

collisions, such that the distribution function is close to a Maxwellian. By averaging

the kinetic equation for each species of particles over velocities, we can construct the

formal system of moment equations:

the particle conservation equation or continuity equation

∂na

∂t
+ ▽(naVa) = Sn

a (3.3)

where na is the particle density, Va is the fluid velocity and Sn
a is the particle source/sink.

the momentum conservation equation

mana

[
∂Va

∂t
+ (Va · ▽)Va

]
− Zana(E + V ×B) + ▽pa + ▽ · Πa = Rab + Sm

a (3.4)

where pa is the pressure, Πa a is the viscosity tensor, Rab is the friction force exerted

on particles of type a by particles of type b and Sm
a is the momentum source/sink.

the energy conservation equation

∂

∂t

[
3

2
pa +

mana

2
Va

2

]
+·▽·

[(
5

2
pa +

mana

2
Va

2

)
Va + qa + Va ⊗ ·Πa

]
= Qab+Qohm+Se

a

(3.5)

where qa is conductive heat flux of species a, Se
a is energy sources (due to ionization,

recombination, auxiliary heating), Qohm is ohmic heating and Qab is the collisional en-

ergy transfer between particles of different species. Such calculations have been carried

out by a number of workers, but Braginskii [63] has given a clear and comprehence pre-

sentation and results equation have his name. The electric and magnetic fields can be

obtained from Maxwells equations with the charge density ρ =
∑

a eZana and current

density j =
∑

a eZanaVa [41].

Another property concerning the validity of fluid models is the size of a fluid ele-

ment. For a fluid model to be valid it must be possible to define a range of sizes for

each element, that satisfies two conflicting requirements.
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3.1.1 Equations for the core in COREDIV code

In tokamak due to the very fast transport of particles along magnetic field lines,

the plasma transport inside separatrix can be treated as 1D radial transport with all

variables averaged over magnetic surfaces.

In the COREDIV code, the 1D radial transport equations for bulk ions, for each

ionization state of impurity ions and for electron and ion temperature are solved.

Equations for plasma rotation and plasma current has been neglected, the current is

given as input function. The exact transport equations used in COREDIV code have

the same structure as the presented above equations. Their actual form for core plasma

is given in Ref. [64]. The continutiy equation Eq. 3.3 for main plasma ions:

∂ni

∂t
+

1

rg1

∂

∂r

[
rg2

(
−Di

∂ni

∂r
+ niV

pinch
i

)]
= Si(r), (3.6)

and for impurity ions:

∂nk
j

∂t
+

1

rg1

∂

∂r
(rg2Γ

k
j ) = ne

[
nk
j−1α

j−1
ion,k − nk

j (αj
ion,k + βj

rec,k) + nk
j+1β

j+1
rec,k

]
; j = 1, ...zk,

(3.7)

where r is radial coordinate, g1 = V ′ and g2 = |∇ρ|2 are metric coefficients, j = 1, ..Zk

corresponds to ionization stages of impurity type k, with Zk being the atomic number,

the αj and βj are ionization and recombination rate coefficient, respectively. The

metric coefficients are calculated under the assumption that the magnetic configuration

is defined only by the elongation parameter k(r) = (k(a) − 1) (r/a)0.25 + 1, where a is

minor radius of the tokamak. The impurity fluxes are:

Γk
j = −Dk

j

∂nk
j

∂r
+ nk

jV
pinch,k
j (3.8)

The electron density (ne) is calculated from the quasi-neutrality condition:

ne = ni +
∑

k,j
nk
j (3.9)

The equations for electron and ion temperatures are:

3

2

∂niTi

∂t
+

1

rg1

∂

∂r
[rg2(−ki

∂Ti

∂r
+

5

2
ΓiTi)] = P i

aux + Qei (3.10)

3

2

∂neTe

∂t
+

1

rg1

∂

∂r
[rg2(−ke

∂Te

∂r
+

5

2
ΓeTe)] = POH+P e

aux+Pα−PB−Pcyc−Pline−Pion−Qei,

(3.11)

where Paux is the auxiliary heating power, POH is Ohmic heating, PB ,Pline, are energy

losses due to bremsstrahlung and line radiation, respectively. Pα is alpha power and

Qei is collisional energy exchange between electrons and ions. Ionization losses are sum

over all ionization states for all ions and are given by the expression:

Pion =
∑
j,k

nen
k
jα

j
ion,kI

k
j (3.12)
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where Ikj is ionization potential for k - ion in j ionization state. Similarly, Pline is given

by:

Plin =
∑
j,k

nen
k
j ε

k
j (Te) (3.13)

where εkj (Te) is the cooling rate.

It should be noted that in the COREDIV code equations for the plasma rotation

and current are neglected for simplicity. They are important for the studies of the

equilibrium evolution which is outside the scope of this thesis. Instead the magnetic

field and current are assumed to be given (from other models or experiment).

The electron and ion energy fluxes are defined by the local transport model.

3.1.2 Equations for the scrape-off layer plasma in COREDIV

code

The fluid equations: In tokamaks, the plasma dynamics in the edge region (out-

side separatrix) is at least two dimensional, it depends on the fast transport along field

lines and on the slow, diffusive transport in the direction perpendicular to the magnetic

surfaces. Therefore, in majority of the edge codes radial and poloidal (projection of

the parallel direction on poloidal plane) are considered. The fluid equations used for

SOL in the COREDIV code are the following:

particle balance:

∂na

∂t
+

1
√
g

(
∂

∂x

√
g

hx

nav
a
x +

∂

∂y

√
g

hy

Γa
y

)
= Sa

n (3.14)

parallel momentum balance:

∂

∂t

(
manav

a
||
)

+
1
√
g

∂

∂x

(√
g

hx

manav
a
x v

a
|| − ηax

√
g

h2
x

∂va||
∂x

)
+ (3.15)

1
√
g

∂

∂y

(√
g

hy

manav
a
y v

a
|| − ηay

√
g

h2
y

∂va||
∂y

)
= −hΘ

hx

∂pa
∂x

+ eZanaE|| + Ra
|| + maS

a
v||

diffusion equation:

Γa
y ≡ nav

a
y = −DSOL,a

perp

1

hy

∂na

∂y
(3.16)

ion energy balance:

3

2

∂

∂t

(∑
a

naTi

)
+

1
√
g

∑
a

[
∂

∂x

√
g

hx

(
5

2
nav

a
xTi + qax

)
+

∂

∂y

√
g

hy

(
5

2
nav

a
yTi + qay

)]
(3.17)

+
1
√
g

∑
a

vax

[
∂

∂x

(
ηax

√
g

h2
x

∂va||
∂x

)
+

∂

∂y

(
ηay

√
g

h2
y

∂va||
∂y

)]
=
∑
a

vax
1

hx

∂pa
∂x

+
∑
a

Qea +
∑
a

Sa
E
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electron energy balance:

3

2

∂neTe

∂t
+

1
√
g

∂

∂x

√
g

hx

(
5

2
nev

e
xTe + qex

)
+

1
√
g

∂

∂y

√
g

hy

(
5

2
nev

e
yTe + qey

)
= (3.18)

vex
1

hx

∂pe
∂x

−
∑
a

Qea + Se
E

where coordinates x and y correspond to the poloidal and radial directions, respectively;

a = i for deuterium ions and a = k, j for the different charge states of impurity ions of

type k (j = 1, ..., Zk
max).

√
g, hx and hy are metric coefficients; the coordinate system

can be curvilinear, although it has to be orthogonal. hΘ = BΘ/B is the ratio between

poloidal and total magnetic field. na, ma, Za are the density, mass and charge of species

a. The terms Sa
n, S⃗a

v represent volume sources of particles and momentum while Se
E,

Sa
E are volume sources of electron and ion energy, respectively. Ra

T , Ra
U are thermal

and friction forces (Ra
|| = Ra

T + Ra
U). Diffusion coefficients DSOL,a

perp are anomalous in

the model and qe,ax , qe,ay are the poloidal and radial heat fluxes. Qea is the energy

equilibration term, ηax and ηay are poloidal and radial viscosity coefficients, va||, v
a
x and

vay are parallel, poloidal and radial components of the flow velocity, respectively, and

vex, vey are the poloidal and radial components of the electron flow velocity. E∥ is the

parallel electric field and αT ≃ 0.71.

Equations of different fluids are coupled by electrostatic, friction and thermal forces

as well as by atomic processes such as collisional ionization, recombination excitation

and charge exchange. The friction and thermal force, given by Igithanov [65] are:

for electrons:

RU
e = −meneku(ZEFF )(νe,iUe,i +

∑
j

νe,zjUe,zj) (3.19)

RT
e = −nek

1
T (ZEFF )∇∥Te (3.20)

for main plasma ions :

RU
i = −mini

[
ku(ZEFF )(νe,iUe,i + k1

u

∑
j

νe,zjUe,zj

]
(3.21)

RT
i = −nik

1
T (Z0)∇∥Ti + nik

2
T (ZEFF )

(
mi

me

νie
νe

)
∇∥Te (3.22)

for impurity ions:

RU
Zj

= −mznZj

{
ku(ZEFF )νe,Zj

Ue,Zj
+ k1

u(ZEFF )νe,Zj
Ui,Zj

+ 0.84
∑
k ̸=j

νzk,zjUzj ,zk

}
(3.23)

RT
Zj

= −mznZj
k2
TZEFF

νZj ,e

νe

∇∥Te

me

+ nik
2
T (Z0)

νZj,i

νi

∇∥Ti

mi

+ 0.6(
Z2

j

∑
nZj∑

Z2
knZk

− 1)
∇∥Te

mZj

,

(3.24)
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, where Z0 is:

Z0 = ZEFF
ne

ni

− 1 (3.25)

and coefficients k(x) are expressed as:

ku(x) =
(1 + 0.24x)(1 + 0.93x)

(1 + 2.65x)(1 + 0.285x)
(3.26)

ku(x)1 = ku(Z0) +
0.04(1 + 0.3ZEFF )

(1 + 2.65x)(1 + 0.285x)

√
mi + me

mz

(3.27)

kT (x)1 =
2.2x(1 + 0.52x)

(1 + 2.65x)(1 + 0.285x)
(3.28)

kT (x)2 =
0.7(1 +

√
2x)kT (x)1

x
(3.29)

The set of equations 3.14-3.18 describes multi-fluid plasma transport in the edge

region of a tokamak, when volume sources, boundary conditions and an appropriate

model for neutrals are specified. It takes into account the plasma (deuterium and

seeded impurities) recycling in the divertor as well as the sputtering processes at the

target plates including deuterium/tritium sputtering, self-sputtering and sputtering

due to seeded impurities. The recycling coefficient is an external parameter and the

energy losses due to interactions with hydrogenic atoms (line radiation, ionization and

charge exchange) are accounted for in the model.

Sources in fluid equations

In COREDIV code, the deuterium and impurity neutrals in the neighborhood of

the target plates are described by an analytical model, which accounts for recycling

and sputtering processes Ref.[66].

Deuterium neutrals: In the case of deuterium two groups of neutrals are considered:

fast and slow neutrals (ND = N f
D +N s

D). The profile of deuterium atoms is prescribed

by a product of exponential functions:

N f,s
D (x, y) = Nplate

f,s exp

(
− |xplate − x|

λf,s
x

)
exp

(
− (yM − y)2

λf,s
y

)
, (3.30)

where λf
x,y = vfDx,y/(ne

√
αD
i α

D
cx), λs

x,y = vsDx,y/(neα
D
i ), αD

i , α
D
cx are the rate coefficients

for ionization and charge exchange processes, respectively, xplate is the position of the

target plate, while yM is the position of the maximum neutral particle reflux from the

target plate. The deuterium neutral densities Nplate
f = 3

4
Nplate and Nplate

s = 1
4
Nplate

at the target plate depend on the recycling coefficient, R, and may be found from the

integral relation:∫
V OL

ND(x, y)αD
i (x, y)ne(x, y)dV = R

∫
plate

|niv
i
x|(xplate, y) dS, (3.31)

where V OL is the volume of the boundary layer and R for deuterium is defined by

following relation:

0 ≤ R =
ΨD − Ψsep

ΨD

< 1, (3.32)
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where ΨD is particle flux to the plate and Psisep is the particle flux to the SOL.

It is assumed that the velocity of the neutrals equals to the ion velocity for fast

neutrals and it is equal to the thermal velocity in the case of slow neutrals. For fast

neutrals the deuterium temperature T f
D is determined as an average of two equilibrium

temperatures: T f
D = 0.5(T cx

D +T eq
D ). The temperature T cx

D follows from the assumption

of charge exchange equilibrium, whereas the temperature T eq
D is determined from the

condition that plasma ions and neutrals have the same energy. For slow Franck-Condon

neutrals it is assumed that they have constant temperature T s
D = 2 eV .

Sputtered impurity: The density profile of impurity atoms is determined by trans-

port processes in the SOL and by the sputtering phenomena at the plates. It is similar

to the deuterium profile (eq.3.30), but now λZx,y = λZ
ion = vthZ /(neα

Z
i ) is the ionization

length for impurity atoms, with Nplate
Z can be found form the following condition∫

V OL

NZ(x, y)αZ
i (x, y)ne(x, y)dV =

∫
plate

∣∣∣∣∣YDΓD
x +

Zmax∑
j=1

YjΓ
j
x

∣∣∣∣∣(xplate, y) dS (3.33)

where NZ is the density of impurity atoms and αZ
i is their ionization rate coefficient.

Sputtering yields YD, Yj are functions of the ion energy and angle of incidence [67].

Gas-puff impurity: In order to model divertor cooling by localized fuelling of noble

gasses we have assumed a source of impurity neutrals at the wall. The density profile

of impurity neutrals is prescribed in that case by the following product of exponential

functions:

Npuff
z (x, y) = Npuff

wall exp

(
−
∣∣∣∣xpuff − x

0.5wpuff

∣∣∣∣3
)

exp

(
−
∣∣∣∣ywall − y

λinj
z

∣∣∣∣) (3.34)

where wpuff is the poloidal extension of the gas-puff source, λinj
z is the ionization mean

free path of the injected neutrals , xpuff is the poloidal position of the middle of the

gas-puff source, while ywall is the radial position of the wall. The impurity neutral

density at the wall Npuff
wall is determined by the influx from the gas-puff source:∫
V OL

Npuff
z (x, y)αz

i (x, y)ne(x, y)dV = Γz
puff (3.35)

3.2 Transport process

A given charged particle is subjected to fluctuating forces due to the movement of

the other charged particles in the plasma, which cause fluctuations of the electric and

magnetic field. For fluctuation with typical length scales below or equal to the Debye

shielding length, we speak of Coulomb collisions and collisional transport. For plasma

fluctuations with typical length scales much larger than Debye shielding length, we

speak of turbulence and anomalous transport. The turbulent transport in the tokamak

plasma has little influence on the transport parallel to the field lines.

The transport along the magnetic field is much larger than perpendicular to the

field. Thus, the impurity density and temperature are to lowest order constant on

a flux surface. We are mainly interested in the transport between flux surfaces, the
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so-called radial transport. When averaging the transport equation over a flux surface,

one obtains the radial impurity transport equation. For a flux surface label r, which

has a simple relation to the volume enclosed by the flux surface V = πr22πRaxis, the

radial transport equation has a simple analytical form:

∂nZ,j

∂t
+

1

r

d

dr

D
∂nZ,j

∂r︸ ︷︷ ︸
diffusion

− VdnZ,j︸ ︷︷ ︸
convection

 = Sn
Z,j, (3.36)

where nZ,j is particle density of the impurity in ion stage j, D here represents the flux

surface averaged radial diffusion coefficient and Vd the flux averaged drift velocity. DZ,j

is always positive and therefore acts in the opposite direction to the impurity density

gradient, whereas VdnZ,j can be positive or negative depending on the physical driving

mechanism for the transport. The flux density of the impurity Γ is:

Γ =

(
∂
dnZ,j

∂r
− VdnZ,j

)
(3.37)

Both neoclassical and anomalous transport contributes to D and Vd and will be de-

scribed in the following sections. The source/sink term Sn
Z coupling the transport

equation of each ionisation stage with the neighbouring stages is:

Sn
Z,j = nenZ,j−1αZ,j−1 + nenZ,j+1βZ,j+1 − nenZ,j(αZ,j + βZ,j), (3.38)

where αZ,j−1 is rate coefficient for conization of the impurity species in ionization state

j and βZ,j is the recombination coefficient form ionisation stage j.

The radial impurity flows can either be driven by the radial impurity gradients being

caused by diffusion, but may also have a convective component, which is inwardly

or outwardly directed independent of the impurity gradient. The radial transport

requirements for helium and the other impurities are somewhat different. For the

case of the fusion produced helium, there is a central source of helium ions, which

maintains the radial gradient to the outside, and in equilibrium, diffusion leads to a

steady outwardly directed net flow of helium. For edge produced impurities, also the

role of the convective flows are very important, since they can provoke strong radial

impurity gradients for cases, where the directed convective component is the dominant.

3.2.1 Classical impurity transport

In the particle picture, classical transport can be understood as a random walk

process where every collision time τcol the gyrating ions are radially displaced by a

Larmor radius rL. This leads to a diffusion coefficient DCL ≈ r2L/τcol. The collision

time is given by τcol = 1/ν, where ν is the collision frequency. The ion thermal

diffusivity is given by χCL ≈ r2Lν. The collision frequency for momentum transfer from

species b onto species a for equal temperatures is:

νab =
4
√

2π

3(4πε0)2

√
mab

ma

Z2
aZ

2
b ln Λab

(kBT )3/2
nb, (3.39)
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where mab = mamb/(ma + mb) is the reduced mass for particles a and b, and ln Λab is

Coulomb logarithm. The classical diffusive term is :

Dcl
a =

4
√

2π

3(4πε0)2B2
T

1√
kBT )

√
mabZ

2
b ln Λabnb (3.40)

The diffusion coefficient is independent of the charge Za. The main contributions come

from collisions with ions, while friction with electrons can be neglected due to the

small electron mass. Classical transport is very small and typical values in tokamaks

are Dcl
Z ≈ χcl

Z10−5 ÷ 10−4m2s−1, but there are additional contributions to the particle

transport described by neoclassical theory.

3.2.2 Neoclassical impurity transport

Classical transport describes the collisional transport in a cylindrical plasma, in

the presence of a homogeneous magnetic field. Tokamaks operate with a toroidal

plasma geometry, which causes a geometrical enhancement of the transport coefficients.

However, in tokamaks the magnetic field has a curvature, which introduces additional

effects such as the trapping of particles due to the magnetic field curvature and the ▽B
drift, that are not taken into account in the classical transport theory. The corrections

to the classical transport theory for a plasma with toroidal geometry are given by the

neoclassical transport theory. The full derivation of the neoclassical terms is given

in the overview by Hirshman and Sigmar [68]. The neoclassical part of the fluxes

depends on the plasma collisionality ν∗ defined as the ratio of the collision frequency

ν and the particle bounce frequency νb = ϵ3/2vth/qR of a trapped particle, where q is

the safety factor, r is the minor radius of the flux surface, R is the major radius of

the tokamak and ϵ = r/R is the inverse aspect ratio of the flux surface. We have two

regime dependence on collisionality:

• high collisionality regime: ν∗ > ϵ3/2 is called the Pfirsch-Schluter (PS) regime.

Pfirsch-Schluter impurity transport

The Pfirsch-Schluter (PS) flux results from the poloidal variation of the parallel

friction forces due to pressure and temperature variations within a magnetic surface.

It is the dominant flux term in the short mean free path regime and it is given by [69]

DPS
Z = 2q2KDcl

Z (3.41)

V PS
Z = DPS

Z

Z

ZD

[
▽nD

nD

+
H

K

▽Ti

Ti

]
, (3.42)

where coefficient K and H are:

K = 1 − 0.52α

0.59 + α + 1.34g−2
(3.43)

H = 0.5 +
0.29 + 0.68α

0.59 + α + 1.34g−2
(3.44)
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where α is the impurity strength parameter α = nZZ
2
Z/nDZ

2
D and g is the the working

ion collisionality parameter, g = ϵ3/2ν∗
D is: g = ϵ3/2ν∗

D = (νDD + νDZ)R0q/(vthε
3/2).

• low collisionality regime: ν∗ < 1 is called the banana-plateau (BP) regime

Banana-plateau impurity transport

The banana-plateau flux is driven by the surface averaged pressure tensor anisp-

tropies and is dominant in the long mean free path regime. The banana-plateau diffu-

sive term is:

DBP
Z =

3

2

kBTiA
BP
Z

Z2e2B2
ΨR

2nZ

(3.45)

and banana-plateau convective term is:

V BP
Z = DBP

Z

(
Z

ZD

▽nD

nD

+ αBP
TD

▽Ti

Ti

)
(3.46)

with

αBP
TD =

3

2

(
1 − Z

ZD

)
+

(
Z

ZD

KD
12

KD
11

)
(3.47)

Illustration of the dependence of the diffusion coefficients on collisionality and the

identification of the different regimes contributing to neoclassical transport are shown

in Fig. 3.1. The edge of the plasma is mostly in the Pfirsch-Schluter regime. The

Figure 3.1: Illustration of the dependence of the diffusion coefficients on collisionality and

the identification of the different regimes contributing to neoclassical transport [2].

transport in the region in between is characterised by both banana-plateau and Pfirsch-

Schluter contributions. The classical contribution is small in all plasma regions. The

total neoclassical drift velocity is the sum of the drift coefficients in each of the regimes.

The drift velocity in each regime is driven by the gradients in deuterium density and

ion temperature.

3.2.3 Anomalous transport

Plasma turbulence is the result of non-linear interaction between small scale pa-

rameter fluctuations of the order of the ion Larmor radius, which are driven unstable

mainly by the plasma currents and the spatial gradients in temperature and density.
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These types of instability are called micro-instabilities and the study of plasma be-

haviour on spatial scales comparable to the gyro-radius is the subject of gyro-kinetic

theory.

The term anomalous transport resects the surprise, which was aroused by the find-

ing, that experimentally determined heat conductivities exceeded the neoclassical pre-

dictions for the ions by one and for the electrons by two orders of magnitude [70] and

are supposed to be of turbulent nature. Also the diffusion coefficient of impurities

can be several m2/s in the experiment, which is about an order of magnitude above

the neoclassical value. Local fluctuations in density, temperature and the electrostatic

potential lead to fluctuating E×B -drifts, so-called drift waves. The precursors of the

corresponding, dominant instabilities are Ion Temperature Gradient (ITG) mode, the

Electron Temperature Gradient (ETG) mode and the Trapped Electron Mode (TEM).

The instabilities occur in different regimes in the form of single or mixed instabilities.

Turbulent transport in a tokamak plasma is mainly produced by micro-scale drift-type

turbulence, which is driven by the gradients of temperature or density. Characteristic

quantities, which determine the regimes are the normalized (logarithmic) gradients:

R

Ln

= −R
d

dr
log[n] = −R

`
n

n
(3.48)

R

LT

= −R
d

dr
log[T ] = −R

`
T

T
, (3.49)

where R is major radius. Fig.3.2 shows the regimes and the parameter space of their

validity for case Te = Ti .

Figure 3.2: Stability diagram of ITG/TEM modes. Electron and ion temperatures are equal

[71].

There are a number of transport models, which predict anomalous transport param-

eters based on ITG/TEM physics, e. g., Weiland [72], the gyro-Landau-fluid (GLF23)

[73, 74] and trapped gyro-Landau-fluid (TGLF) transport [75] models. These models

have been tested against experiments and found to predict anomalous heat transport,

the temperature, density profiles for main plasma inside of the H-mode pedestal for

hybrid scenario [76, 77] for JET with C diviertor. The NEO code is solving directly
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drift-kinetic equation, including the self-consistent coupling of electrons and multiple

ion species and the calculation of the first-order electrostatic potential via coupling

with the Poisson equation [78].

Transport scaling is determined by the characteristic correlation length and time.

When turbulent fluctuations are caused by low frequency drift waves with time scale

τC ∼ ωi,e, and spatial scale LC ∼ ϱi,e (ion or electron gyro-radius), the transport

coefficient is described by the so-called gyro-Bohm scaling, D ≃ (ϱi,e/LT )T/eB, where

LT is the temperature gradient scale length.

3.2.4 Transport in COREDIV code

Core transport in the COREDIV code is anomalous and the electron and ion

energy fluxes are defined by the local transport model proposed in [79] which reproduces

a prescribed energy confinement law. In particular, the anomalous transport heat

conductivity is given by the expression:

χan
e = CE

a2

τE
F (r), (3.50)

where F (r) is the profile factor, a is minor plasma radius, CE is adjusted iteratively to

keep prescribed confinement. τE is the energy confinement time defined by the ELM-y

H-mode scaling, which is assumed to be given by the IPB98(y ,2) scaling law (see 1.9)

for the divertor configuration.

For the profile factor F (r), a simple dependence on the minor radius has been

assumed.

F (r) =
[
0.25 + 0.75(

r

a
)4
]
FSB(r), (3.51)

where FSB(r) is barrier function. In the COREDIV code, the transport coefficients

in the pedestal region are modified to account for barrier formation: FSB(r) = (1 −
A) exp[( r

rped
)2EX ] + A, with the parameter rped being the location of the pedestal top,

A is the barrier depth reduction factor and the parameter EX defines the slope of the

pedestal. In simulations, the pedestal is located at the 90-95% of the plasma radius

a. In the Fig.3.3, the shape of the barrier is presented for different input parameters:

barrier depth reduction factor and slope of the pedestal. It should be noted that

for H-mode and hybrid scenario simulations, barrier depth reduction factor A = 0.15

is usually used which gives reasonable reproduction of the density and temperature

profiles for majority of simulated pulses.

The ion density is given by the solution of the radial diffusion equation with diffusion

coefficients Dan
i = 0.1χan

i = 0.1χan
e . Note however, that the solution of the diffusion

equation is largely independent of the exact value of Dan
i /χan

i . Indeed, a change in

Di/χi causes a consistent change in the source term, since the average electron density

is a COREDIV input.

In the code an anomalous pinch term is considered V pinch
i = CpD

an
i

r
a2

, where Cp

is the density peaking coefficient and Cp = 0.1 for main plasma ions has been chosen
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Figure 3.3: Shape on the barrier in the COREDIV code depend of the barrier depth(A) and

parameter EX.

as a reference for H-mode scenario. The anomalous pinch for the impurity ions in the

simulation is proportional to the pinch of the main plasma ion.

The transport model in COREDIV allows for two types of simulations. In one sce-

nario, the parameter CE is adjusted to keep the calculated confinement time obtained

from the solution equal to the value defined by the scaling law. Second option is to fix

CE (and thus χan
e,i) and therefore the confinement will be changed accordingly to the

changes of input parameters, e.g. with changes to the seeding level. By increasing the

radiation with impurity seeding, the net heating power decreases, thus when using the

first option, the transport is reduced in order to keep the total plasma energy constant.

In the case when the total plasma energy is set to remain constant with increasing the

impurity seeding rate the net energy confinement time (Wth/(P TOTAL−RCORE), where

Wth is thermal energy, P TOTAL is total input power and RCORE is total radiation power

in the core) and the effective τp (effective particle residence time) increases during the

impurity seeding scan since the power lost into radiation in the plasma core generally

increases too.

In the practice ion transport depends of magnetic field, current, electron density,

geometry of the tokamak and net power. Influence of these parameters on the impurity

transport for JET ILW pulses will be presented in next Chapter.

SOL transport in the COREDIV code is classical along magnetic line and

anomalous radially. The radial transport coefficient in the SOL region is set to be

DSOL
perp = χan

i = 0.5χan
e , where DSOL

perp ranges typically 0.4 ÷ 1 m2s−1. Influence of the

SOL transport on the impurity behaviour will be analysed and presented in Chapter

10.
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Chapter 4

Diagnosctics in JET ILW

The model in COREDIV provides main plasma parameters (profiles of the density,

temperatures, effective ion charge, impurity concentrations, impurity and total radia-

tion, power and temperature at the plate), from a number of inputs like the auxiliary

heating power, plasma current, toroidal magnetic field, elongation, major and minor

radius, the average volume or line electron density, the confinement enhancement fac-

tor H98 and the separatrix density. The results from simulations need verification and

comparison with the experimental results. The JET ILW tokamak is equipped with

a large number of plasma diagnostics. For this reason, in this chapter, diagnostics in

JET ILW that have particular relevance for my work are introduced. The most impor-

tant diagnostic which provide the plasma parameters used in simulations of JET ILW

discharges are as follow:

• plasma electron density and temperature

The High Resolution Thomson Scattering (HRTX) provides average values and

profiles of the electron density and temperature in the plasma. This diagnostic is based

on the radiation of particles in the plasma after interaction with an injected laser beam.

The HRTS system on JET fires 20 light pulses per second into the JET plasma from a Q-

switched Nd:YAG LASER, housed in the ’roof lab’ above the JET machine. The laser

light interacts with the electrons in a plasma via a process called Thomson scattering.

As results of which, the electrons oscillate in the light’s electric field and emit a photon

of the same wavelength, as the incident light. In a hot plasma, the thermal motion of

the electrons broadens the laser spectrum via the Doppler effect. If the electrons are

in thermal equilibrium, the spectrum of the scattered light has a gaussian shape. The

width of the gaussian provides information on the electron temperature. The HRTS

diagnostic measures electron temperature and density in JET along a chord across the

low-field side of the plasma, close to the horizontal mid-plane. When mapped to the

magnetic mid-plane, the HRTS data typically runs from Rmid = 3.0 to 3.9 m. Currently

HRTS provides 63 spatial data points per profile, with a 20 Hz repetition rate for the

duration of a JET pulse. The system has a spatial resolution of ∼ 1.6 cm in the core

region and ∼ 1 cm in the pedestal region. The experimental profiles taken from HRTX

are compared with simulated electron density and temperature profiles.

• plasma electron density and temperature on the divertor plate
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The temperature and density on the divertor plate is a very important parameter,

which governs e.g the sputtering processes. In the JET ILW, Langmuir probes are used

to measure the plasma electron density and temperature in front of divertor surfaces.

They consist of up to three electrodes inserted into the plasma. A variable voltage

can be applied to the electrodes, and the current measured. JET has over thirty fixed

Langmuir probes on the inner and outer vertical target tiles, and on divertor. This

diagnostic is called KY4D. The scheme of position onf the Langmuir probe in the

divertor region is presented in Fig.4.1.

Figure 4.1: Positions of the KY4D Langmuir probes in the JET divertor.

The electron temperature and density on the divertor plate, which are calculated

self-consistently in the code are compared with experimental data.

• plasma radiation

The total radiated power, as well, as the radiation emission profile of JET ILW

discharges is determined from the bolometer diagnostic. Radiation represents a sig-

nificant fraction of the power balance in tokamak. A bolometer measures the plasma

radiation over a wide spectral range (from soft-X to the infrared). The JET bolometry

system consist of two main-vessel bolometric cameras, called as KB5 with horizontal

and vertical views of the plasma cross-section (24 chords for each camera) and three

divertor bolometer cameras called KB3 with 12 lines-of-sight(LOS). The system of the

lines-of-sight of the bolometer system, including main chamber and divertor viewing

systems are presented in Fig. 4.2. The combination of KB3 and KB5 systems provides

measurements with significantly improved spatial resolution, allowing the divertor and

main chamber radiation fractions to be clearly resolved.
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KB5V:main-vessel

vertical camera

KB5H:main-vessel

horizontal camera

KB3: divertor

camera

Figure 4.2: Lines-of-sight of the bolometer system, including main chamber and divertor

viewing systems.

Obtained bolometric data are used for comparison of experimental and simulated

profiles of the radiation as well as total, core and SOL radiations.

• effective charge

The effective charge ZEFF is used to assess the impurity content of a fusion plasma. The

study of the contamination of tokamak plasmas by impurities remains an important

aspect of fusion research. It can be derived from measurements of bremsstrahlung

intensity [80]. For visible radiation, the electron temperature is much higher than the

energy of photons, which means that the intensity of bremsstrahlung radiation is in

the first place proportional to the effective charge. As a result, the measurement of the

emission of bremsstrahlung radiation in the visible wavelength range, line of sight, is

a commonly used method to determine the ZEFF . At JET ILW tokamak, the visible

spectrum with one vertical and one horizontal line of sight are used to determine a

line averaged value of the ZEFF [81]. This diagnostic is locally called KS3. In order

to avoid interference of the measured signal by visible light from other sources (e.g.

reflection inside the plasma chamber), a narrow area of continuous spectrum around

5230 Å [82] is usually selected. In this work, for comparison with experimental data,

horizontal ZEFF data is used.

• impurity content and concentrations

Spectroscopy diagnostics are used for identification of intrinsic and extrinsic plasma im-

purities, also for determination of its concentration in the plasma. Impurity concentra-

tions can be obtained using various active or passive spectroscopic techniques,spectroscopy

diagnostics with XUV, VUV, SXR and visible wavelength range, bremsstrahlung spec-

troscopy and Charge Exchange Recombination Spectroscopy (CERS). In practice, the
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study of Z dependence impurity density are associated with the use of different diag-

nostics for different impurities.

A Princeton Instruments SPRED [83] survey spectrometer, known et JET as KT2

diagnostics registers VUV spectra in wavelength range of 110 ÷ 1100Å with a spectral

resolution of 5Å. The LOS presented in Fig. 4.3, as a horizontal pink line is along vessel

midplane, allowing it to view emission from the core and scrape-off layer of the plasma.

Figure 4.3: LOS of the SXR, XUV and VUV diagnostics at JET used for determining mid-

and high-Z impurities concentration. The lines of sight of vertical SXR cameras (blue) as

well as KT2 (pink) and KT7 (orange) VUV spectrometers with the magnetic equilibrium of

JET pulse # 92398 at 7.5s.

• Impurity density (concentration)

Within the range of wavelengths observed by KT2 diagnostics there are intensive

spectral lines of spectral origin in the spectrum by low-Z impurities like carbon(C)

and oxygen (O), while the short-wavelength range by different mid-Z impurities like

nickel (Ni), iron (Fe), copper (Cu), chromium (Cr), molybdenum (Mo) make this range

particularly valuable from the point of view of diagnosing high temperature plasmas.

After installation of the ILW at JET, which consists of a full tungsten (W) divertor

and beryllium (Be) main chamber PFCs, the spectrum also contains intense W features

[84].

Low Z impurity: He, C, Ne, Ar

The density of low Z impurities ranging from He to Ne is determined by charge

exchange recombination spectroscopy (CXRS)[85]. CXRS process is generated by the

interaction of neutral particles with the plasma. Additionally, CXRS system can be

used to determine ion temperature from Doppler broadening of emission lines, plasma

rotation from Doppler shift of spectral lines, and impurity ion densities from absolute

line intensities across the whole minor radius. Detailed description of the diagnostic, its
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calibration are presented in Ref.[85]. The spectral analysis of the plasma light collected

by the two periscopes can be performed with five spectrometers.

Figure 4.4: The new JET CXRS system [86].

The possible future DT operation of JET provides a unique opportunity to observe

the direct production of helium ash and its transport. This diagnostic for possible

future JET DT operation uses charge-exchange recombination spectroscopy(CXRS) in

conjunction with the JET neutral heating beam to measure the helium density during

DT operation at 20 radial locations (< 4 cm resolution) across the JET plasma via

the 4686Å, n = 4 ÷ 3 He+line, and an array of heated 1 mm quartz fibers (to prevent

browning from neutrons). Utilizing the helium density profiles the He ash transport

and removal can be evaluated [87]. This diagnostic is designed to complement the

existing CXRS diagnostic system on JET, which has high resolution, but poor light

collection efficiency. The geometrical arrangement of the heating neutral beams is

shown in Fig.4.4, together with the CXRS lines of sight.

Middle Z impurity: Ni, Cu, Fe

A method was presented for determining the metal impurity density, ZEFF and

dilution in steady-state JET plasmas using passive VUV emission by KT2 in Ref. [88].

The method is based on the absolutely calibrated VUV transition intensity measure-

ments, as well as Universal Transport Code (UTC) simulations. In order to reproduce

the intensity of mid-Z lines, UTC uses a wide class of transport coefficients. For a spe-

cific set of the diffusion and convection velocity, the simulated line intensity is matched

to the line intensity measured in the experiment. Then it is possible to establish a

linear fit using the dependence of the ratio between the obtained impurity densities

and the line density on local electron temperature. Such an approximately linear fit

allows us to calculate the local mid-Z impurity density in the mid-radius plasma region.

It should be noted, that the impurity concentrations of Ni are output parameters in
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COREDIV simulations.

High Z impurity: W

In this work, the tungsten density is used for comparison with simulation results.

Determining the W concentration is not an easy task because the W spectrum spans

over a wide wavelength range (from visible to Soft X-ray(SXR)) with hundreds of

spectral lines at similar wavelengths due to the high recombination rate. Study of

W behavior in JET plasmas are realised with a diagnostics combining the soft X-

ray (SXR) cameras and a vacuum-ultra-violet (VUV) Schwob-Fraenkel SOXMOS [89]

spectrometer, called KT7 diagnostic at JET. The W concentration (density) is taken

by two different diagnostics: KT7 and SXR cameras.

First is KT7, which looks down on to the JET divertor (see Fig. 4.3) and register

spectra in wavelength range of 140 ÷ 440Å. A strong spectral feature of 5nm, where

radiation of W-ions (W27+ to W35+) is emitted is also called quasi - continuum. This

particular kind of quasi-continuum, which occurs when the electron temperature lay

in the range between 0.8 to 1.8 keV, is used for a quantitative determination of W

concentration. This method is described in detail in Ref. [90]. The spectrometer

provides W-concentrations that are valid only in a limited radial range, where the local

Te allows the emission. Poloidal asymmetries, especially in-out asymmetries, might

lead to an underestimation of the W-concentration. However, spectroscopy provides a

direct method to determine the W concentration independently of other radiators in

the plasma.

The second approach is using the SXR cameras to determine the W concentra-

tions. Since 2005 the SXR system consists of 3 cameras, two with vertical orientation

(V, T) and one with horizontal (H). The vertical cameras, due to their favourable

viewing geometry, were often used for characterisation of poloidal asymmetries. Due

to a technical problem with camera T, the presented results only make use of camera

V with 35 lines-of-sight, sa shown in in Fig. 4.2(blue color). By using camera V it was

possible to determine the profiles of impurity concentration and the 2D tomographic

reconstruction of W radiation in SXR range. The SXR camera measurements were

de-convolved using the assumption that all Bremsstrahlung was emitted due to low-Z

impurities which does not exhibit poloidal asymmetries, while the additional radiation

was attributed to high-Z and mid-Z impurities showing poloidal asymmetries mostly

attributed to mass-dependent centrifugal effects. By using camera V it was possible to

determine the profiles of impurity concentration and the 2D tomographic reconstruc-

tion of W radiation in SXR range. The large number of lines of sight allows determining

a 2D radiation profile and poloidal asymmetries. However, it is not unambiguous what

species in the plasma are responsible for the radiation in the soft X-ray range. As a

result we needed to apply correction factors to come to a consistent picture with total

radiated power and spectrometer measurements. The heavy impurity proportions can-

not be disentangled quantitatively at the moment. This would require a quantitative,

spectroscopic evaluation of all contributors with their radial distribution.
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Chapter 5

Numerical codes used in JET ILW

simulation

The aim of the predictive transport modelling is qualitative predictions and extrap-

olations for various effect by running codes equipped with appropriately chosen models

for transport and other relevantly phenomena. Presently, different numerical codes

are used for simulations of the plasma performance in tokamaks. Traditionally, the

plasma core and SOL have been treated separately in modelling with the justification,

that the physics governing transport in these regions is different. The core transport is

usually dominant by turbulent and anomalous transport. The reduced transport gen-

erated strong pressure gradient in the pedestal, which give rise to MHD instabilities

thougnt to generate ELM. Transport in the SOL is dominated by very fast losses along

the magnetic field lines and by atomic process, included iteration between plasma and

neutral, plasma and wall(sputtering). It is possibility to segregate numerical code in

the different group, depend which part on the plasma described:

• edge/SOL codes: EDGE2D, SOLPS, SOLEDGE-EIRENE, TECXY

• core: JETTO, ASTRA, ETS, TRANSP

• integrated modeling codes (core+edge/SOL): JINTRAC, COREDIV

This codes solved the Braginskij fluid equations, but are based on different nu-

merical implementations, use different divertor geometries and neutrals models. This

chapter describes the pros and cons of individual codes and their application to calcu-

lations of physical problems in discharges for the JET ILW tokamak. I will also show,

what the COREDIV code looks like against them.

5.1 Edge/SOL codes group

The Edge/SOL codes are used to model only edge plasmas (until pedestal top) in

the real vessel and magnetic geometry.

The EDGE2D code [91] is a 2D edge-plasma fluid model, relaxing self-consistently

in time the continuity and parallel ion momentum equations for all ionic species, as
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5.1. EDGE/SOL CODES GROUP

well as electron and ion internal energy equations. The code is coupled with Monte

Carlo code EIRENE [92]. One on the first simulation [93] analysed the impact of

beryllium/tungsten as plasma-facing components on plasma radiation, divertor power

and particle fluxes, plasma and neutral conditions in the divertors has been assessed

in JET for plasmas in L mode.

For JET ILW, a careful comparison between different sets of atomic physics pro-

cesses used in EIRENE shows, that the detachment modelled by EDGE2D-EIRENE

relies only on an increase of the particle sinks and not on a decrease of the ioniza-

tion source [94]. The impact of the spatial neutral distribution on detachment has

been analysed in greater detail for JET ILW unseeded L-mode discharges for (semi-)

horizontal (HT) and vertical target (VT) configurations [95]. In the this paper, the

transport in EDGE2D was purely diffusive and fixed for all densities but cross-field

drift were included. For H-mode plasmas in JET ILW, comparison with and without

nitrogen seeding are prepared in Ref.[96, 97]. The simulations have already shown, that

the divertor heat fluxes can be reduced with nitrogen injection, qualitatively consistent

with experimental observations. The EDGE2D-EIRENE simulations of the impact of

poloidal flux expansion on the radiative divertor performance in H-mode JET ILW shot

for nitorgen seeding are prepared in Ref. [98], where non included effect on the drift.

The influence of divertor geometry on H-mode power threshold and their explanation

via target Te profiles and the E × B shear in the near SOL triggered modeling with

EDGE2D-EIRENE code but only for pure deuterium (D), or its isotopes: hydrogen

(H) or tritium (T)[99].

The SOLEDGE-EIRINE is other edge code, which is used for simulation of the

JET-ILW H-mode discharges [100]. The results are preliminary and the code was run

without impurities in order to focus on primary differences in neutral recycling [101].

The SOLPS (Scrape-Off Layer Plasma Simulation) code package [102] is

used for numerical simulations of the SOL and divertor plasma. The SOLPS package

mainly consists of two coupled codes: B2.5 (fluid code that solves Braginskii-like equa-

tions for the ions and electrons) and EIRINE Monte-Carlo code for neutrals. Both

codes are coupled via source terms of particle, momentum and energy. The SOLPS

package also supplies a number of additional programs for the generation of a numerical

grid from magnetic equilibria, and for post-processing and visualization. Self-consistent

simulations including drift effects can shed light on the impact of drifts on the plasma

evolution and on power exhaust by facilitating or inhibiting detachment. However, the

analysis of the effect of drifts is very challenging, as the interaction with the plasma

is complex and non-linear. Analyses of the JET ILW L mode discharges with SOLPS

are presented in Ref.[103]. The SOLPS5.0 simulations corresponding to these experi-

ments are performed with currents and cross-field drifts (E×B, diamagnetic) activated

[104]. The present studies consider only nitrogen impurity in the plasma solutions. In

the absence of ELMs, W core contributions are low and the edge heating power is

reduced by W radiation by less than 10%, which is within the uncertainty range of the

measurements and, therefore, neglected in the modelling.
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5.2. CORE CODES

5.2 Core codes

The code JETTO [105] is first example for core codes for transport simulation

in JET ILW, which has been developed by JET team. This is a one-and-a-half-

dimensional transport code calculating the evolution of plasma parameters in a time

dependent axis-symmetric MHD equilibrium configuration. A splitting technique gives

a consistent solution of coupled equilibrium and transport equations. The plasma

boundary is free and defined either by its contact with a limiter (wall) or by a separa-

trix or by the toroidal magnetic flux. The 1D transport equations (averaged over the

magnetic surfaces) for the electron and ion densities and energies and for the rotational

transform are written in terms of a coordinate related to the toroidal flux.

Transport codes as JETTO are used to predict temporal evolution of the den-

sity and temperature profiles. Usually a semi-empirical so-called Bohm/gyro-Bohm

transport model for anomalous transport is used in simulations[106]. The neo-classical

contributions to the transport coefficients are calculated by NCLASS [107]. Several

external modules have been coupled to JETTO, for the power deposition due to NBI,

ICHR and ECRH heating. For transport of the neutral particles there is a package

called FRANTIC (Monte Carlo code)[108].

For the impurity transport simulation in JETTO, the SANCO code [109] is used.

SANCO is a complete impurity transport code, which includes all the atomic physics

processes (ionization, recombination, dominated by radiative recombination, and ex-

citation) from the ADAS atomic database [110]. The continuity equations for the

impurities are solved by SANCO which is started within JETTO at each time step

before the JETTO matrix inversion to update the impurity radiation terms in the

equations and to provide impurity densities and gradients for the transport models

to be used in the next time step. SANCO uses the metric coefficients from JETTO,

but solves its equations on a nonuniform grid in order to account for the fact that

higher resolution is required towards the plasma boundary, where atomic processes are

important. The evolution of each ionization state of the impurity species is calculated

by taking into account ionization, recombination, charge exchange and other atomic

processes. The JETTO/SANCO transport code can be used in both: predictive and

interpretive mode. The analysis of the tungsten transport in JET H-mode plasmas in

hybrid scenario with JETTO/Sanco are reported in Ref. [111].

The ASTRA (Automated System of TRansport Analysis) code [112] is

characterised by a modular organisation allowing the use of numerous existing routines

for analyses of transport processes. The transport model is then completed by adding

neoclassical transport from NCLASS [107], GLF23 [73, 74] and the current conductivity

from CQLP code[113]. Schematic diagram of integration of modules in ASTRA is

shown in Fig. 5.1.
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5.2. CORE CODES

Figure 5.1: Schematic diagram of integration of modules in ASTRA.

Possible physics applications for ASTRA are: interpretative analysis, validation of

transport models, scenario development, plasma control. The code has been used for

testing of different transport models for heat and particles, but more for JET with C

divertor. In the recent years a new version of the code has been developed: ASTRA-

TGLF [114], where the ASTRA code is coupled with the free - boundary evolution

code SPIDER and a quasi-linear turbulent transport model. This gives new possibil-

ities to run the code. In particular, with the ASTRA-TGLF studies of the impact of

high neon radiation on pedestal and divertor in JET ILW experiments [115] have been

performed, but without tungsten, which is main radiator in core plasma. However,

the different impurities are included in the analysis in a step-wise approach gradually

increasing the analysis complexity in the search for the best match to all the avail-

able diagnostic measurements [116]. For the cases reported in [116] four elements (Be,

Ne, Ni, W) were necessary to match simultaneously the observed soft x-ray emission,

the W concentration measured by passive vacuum-ultra-violet spectroscopy, the line-

of-sight integrated measurement of the effective charge ZEFF , the observed poloidal

asymmetry of the SXR emission and the line-of-sight integrals of the total radiation as

measured by bolometry. Beryllium is taken as a constant background originating from

the main chamber walls. Neon is left free to evolve in time to match the measured

effective charge. Tungsten is calculated directly from the observed SXR emission sub-

tracting the contributions from all other radiating elements. The inclusion of nickel

is necessary to obtain a satisfactory match with the total radiated power as measured

by the bolometer and is modelled from the initial estimate of the W density using

theory-driven assumptions.

The TRANSP code[117] is time dependent transport codes for the analysis and

the modelling of transport of magnetically confined plasmas. For JET ILW, it is used

in predictive or interpretative simulations. In the predictive approach, the diffusivity

terms are calculated self-consistently with kinetic profiles evolving in time and following

a given transport model. Sources and sinks must be provided. This approach is used

to validate transport models. In the interpretative way, the transport coefficients are

computed using the experimental profiles as input. In TRANSP the impurity charge

states are given only in coronal equilibrium. TRANSP contains modules to calculate

profiles of heating and current drive sources. In Ref. [118] comparative analysis of
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5.2. CORE CODES

core heat transport of JET high density H-mode plasmas in carbon wall and ITER-like

wall are presented. In this simulation, the impurity density profile is calculated to

be proportional to the electron density assuming a uniform ZEFF . In the TRANSP

simulations only one impurity is used.

The Europian Transport Solver (ETS) [119] is a 1-D core transport code

that is being developed by the members of Integrated Modelling Project (IMP3) (re-

sponsible for Transport Code and Discharge Evolution) of the EFDA Task Force on

Integrated Tokamak Modelling (ITM). The approach taken by the ITM is to couple

codes so that the only exchange is via well-specified data structures (Consistent Physi-

cal Objects (CPOs)), with the aim of having the workflow managed by Kepler [Online

available: https://kepler-project.org/], a scientific workflow engine. The ITM has de-

fined a number of standard objects which are used to describe a subset of the plasma

state [120]. Each of these is supposed to be internally consistent and to be derived

from a single source. A schematic design of the workflow is shown in Fig 5.2. Each box

represents a set of modules that treat the same physics problem with various degrees

of sophistication.
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Figure 5.2: European Transport Solver: a schema of the workflow [121].

Note, that ETS modules for impurities (based on the impurity solver in the CORE-

DIV code) and for cold and thermal neutrals have been developed by the author of this

thesis. Density sources for each ionization state include ionization, recombination and

charge-exchange, where rate coefficients of the relevant processes are obtained from

the ADAS database using generic interfaces developed by the ITM-TF. The impurity

solver used within the ETS was benchmarked against the SANCO impurity code, in-

stalled as a part of the JET analysis suite of codes, for conditions of a low confinement

mode discharge #71827 in JET. Parabolic profiles for density and temperature of the

main ions and the initial equilibrium provided by the EFIT equilibrium reconstruction

code were introduced into both codes. Boundary conditions for individual impurity
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5.3. INTEGRATED CODES

ionization states were given by the total impurity concentration at the last closed mag-

netic surface, assuming a coronal distribution. Comparison between SANCO and ETS

impurity solver has been done for Be, C, Ni and W.
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Figure 5.3: Benchmarking of ETS impurity solver with SANCO code for conditions of JET

tokamak assuming parabolic plasma profiles.

Figure 5.3 compares steady state profiles of tungsten ionization states W31+÷W+35

dominating the radiative losses under considered conditions, radiative power density

and ion effective ion charge, obtained with ETS and with SANCO after 1s of time

evolution. The obtained total power radiated inside the separaratrix is nearly the

same in both simulations. The small discrepancy in profiles of impurity concentration

and radiated power density can be explained by a 3% difference in the volume obtained

from equilibrium solvers used in the compared codes.

First physics application with the European Transport Simulatorfor for JET ILW

discharges deal with analysis of the impurity transport in L-mode scenario and are

presented in [121].

5.3 Integrated codes

The COCONUT [122]is a coupling between the 1.5D core transport code JETTO

and the edge transport code EDGE2D. Typically, the boundary between the simulation

domains of both codes is at the separatrix. EDGE2D passes the heat and particle fluxes

across the separatrix as boundary condition for JETTO. The JETTO passes plasma

parameters as boundary conditions for EDGE2D. In this way both codes are provided

with self-consistent boundary conditions. The MHD stability calculation have been

carried out using two codes called HELENA [123] and MISHKA-1 [124].

The JINTRAC integrated code [125] is employing the 2D EDGE2D-EIRENE

plasma-edge code package which is coupled self-consistently to the 1.5D JETTO-

SANCO core plasma code [105, 109]. In JINTRAC radial heat and particle fluxes

(plasma and neutrals) are exchanged dynamically at a common boundary (i.e. the sep-

aratrix) and redistributed in poloidal direction [122]. The setup of the time-dependent

JINTRAC integrated code model for a typical JET-ILW H-mode discharge including

ELM dynamics is described in detail in Ref.[126]. The tungsten erosion flux in the
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5.3. INTEGRATED CODES

inter- and intra-ELM phase precluding self-sputtering was derived from the Eckstein

formula for physical sputtering [35] taking into account the modelled time-dependent

target electron temperature, bulk particle and impurity flux profiles towards the tar-

gets as well as the impact angle. In this paper, the tungsten transport into the confined

region to estimate the core W concentration was not analysed with JINTRAC. How-

ever, in a post-processing way the JINTRAC data in terms of 2D plasma distributions

and target fluxes were fed into DIVIMP Monte Carlo code to assess the W transport

kinetically and to include the effect of prompt W- re-deposition.

Schematic diagram of integration of codes in JINTRAC is shown Fig. 5.4.

Figure 5.4: Schematic diagram of integration of codes in JINTRAC [127].

The JINTRAC core+edge+SOL simulations have been carried out for the late

stationary H-mode phase t = 11÷12 s in JET ILW discharges #90223 and #90224 are

presented in Ref. [128], whereas the simulation of first nitrogen seeding experiments in

JET with the ITER-like Wall is presented in Ref. [129].

The COREDIV code solves self-consistently radial 1D energy and particle trans-

port of plasma and impurities in the core region and 2D multi-fluid transport in the

SOL (see Chapter 3.1.1). Since the model is relatively complex, and has been already

presented elsewhere [130, 131] I will concentrate here only on the most important as-

pects of the model.

Core region In the core, the 1D radial transport equations for bulk ions, for each

ionization state of impurity ions and for the electron and common ion temperature are

solved. In the code, is no equilibrium model and the metric coefficients are calculated

under the assumption that the magnetic configuration is defined only by the elongation

parameter k(r) = [k(a) − 1](r/a)0.25 + 1, where a is the plasma radius. Densities of

main plasma ions and impurity ions are given by the solution of the above radial

diffusion equations with diffusion coefficients (see Chapter 3.2.4). It should be noted
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that the assumptions related to the profile of the transport coefficients are of secondary

importance as long as the transport is such to keep the defined H98 factor, which is

an input parameter in our simulations. Electron density is calculated from the quasi-

neutrality condition, whereas the ambipolarity condition defines the electron particle

flux Γe.

The energy losses are determined by bremsstrahlung, synchrotron radiation, line

radiation and ionization losses. With respect to the energy sources, alpha heating is

calculated self-consistently with the plasma dynamics, whereas for auxiliary heating, a

parabolic-like deposition profile centred at the magnetic axis is assumed. The equation

for the poloidal magnetic field has been neglected and thus the current distribution is

assumed to be given in our approach.

The source term takes into account the attenuation of the neutral density due to

ionization processes: Si(r) = Si0 exp(− a−r
λion

), where λion is the penetration length of

the neutrals, calculated self-consistently. The source intensity Si0 is determined by

the internal iteration procedure in such a way that the average electron density ⟨ne⟩
obtained from the neutrality condition is fixed (input parameter).

SOL plasma In the SOL, the 2D boundary layer code EPIT is used, which is

primarily based on Braginski-like equations for the main plasma and on rate equations

for each ionization state of each impurity species. For the sake of simplicity, the

classical cross-field drifts are not included in the model. Since the SOL model is fully

described elsewhere, only the main points are briefly discussed in the following. For

every ion species the continuity, the parallel momentum and two energy equations

(for Te and common ion temperature Ti) are solved. The transport along field lines

is assumed to be classical and transport coefficients follow from the 21-moment Grad

approximation [65, 132]. The radial transport is anomalous with prescribed radial

transport coefficients of the order of Bohm diffusion. Equations of different fluids are

coupled by electrostatic, friction and thermal forces as well as by atomic processes such

as collisional ionization, recombination excitation and charge exchange. An analytical

description of the neutrals is employed based on a simple diffusive model [133], in

order to avoid time-consuming Monte Carlo calculations. Such a neutral model has

been successfully used for a number of simulations of the boundary plasma in limiter

tokamaks such as TEXTOR [133, 134], FTU [135] and Tore-Supra [136], proving to be

able to describe in a reasonable way experimental situations.
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Figure 5.5: Scrape off layer in COREDIV code.

It takes into account the plasma (deuterium and seeded impurities) recycling in

the divertor as well as the sputtering processes at the target plates including deuteri-

um/tritium sputtering, self-sputtering and sputtering due to seeded impurities. The

recycling coefficient is an external parameter and the energy losses due to interactions

with hydrogenic atoms (line radiation, ionization and charge exchange) are accounted

for in the model. A simple slab geometry (poloidal and radial directions) with classical

parallel transport and anomalous radial transport (Di = χi = 0.5χe) is used and the

impurity fluxes and radiation losses caused by intrinsic and seeded impurity ions as well

as by He ash are calculated self-consistently. Schematically the integration domain and

the boundary conditions used in the EPIT code are shown in Fig 5.5. The standard

sheath boundary conditions are imposed at the plates, whereas the boundary condi-

tions are given by decay lengths at the wall. The parallel velocities and the gradients

of densities and temperatures are assumed to be zero at the stagnation point.

The coupling between the core and the SOL is made by imposing continuity of

energy and particle fluxes as well as of particle densities and temperatures at the

separatrix. The computed fluxes from the core are used as boundary conditions for the

SOL plasma. In turn, the values of temperatures and of densities calculated in the SOL

are used as boundary conditions for the core module. In the core, the time-dependent

transport equations are solved. For each time iteration in the core, several time steps

(10 ÷ 50) are performed in the SOL to adjust the edge parameters.

In order to keep the prescribed plasma density at the separatrix (at stagnation

point), the hydrogen recycling coefficient (0 < RH < 1) was iterated accordingly.

Note that the following definition of the recycling coefficient is used in our model:

R = 1 − Γsep/ΓPLATE, where ΓPLATE is the total particle flux to the target and Γsep

is the total flux crossing the separatrix. It should be underlined that the recycling

coefficient in our approach includes effects related to the pumping efficiency (albedo)

as well as the intensity of the puffing. For helium, the recycling was assumed to be two

times smaller than for hydrogen (RHe = 2RH−1) in order to keep the helium recycling

at a similar level with respect to hydrogen in all simulated cases (note that hydrogen

recycling is not constant in our simulations).

59



5.3. INTEGRATED CODES

In the case of seeded impurities (Ne, Ar, Kr) a constant value is assumed RNe,Ar,Kr =

0.925. Since argon and neon are recycling impurities, we expect that the recycling

coefficient is high but unfortunately, the exact value of it is unknown. However, it is

not so important in the calculations because the impurity concentration in the divertor

region, and consequently in the core is determined by two factors: recycling coefficient

and the rate of gas puff. Since the scan with the gas puff intensity is done in the

simulations, the recycling coefficient is just a scaling factor. Different recycling would

mean a different range of gas puff intensities. The only important point is that the

recycling is large enough to keep impurities close to the target plates. The effect of

the influence of the impurity recycling coefficient on plasma parameters was already

investigated in our earlier works [137], showing that the exact value of the recycling

coefficient is of secondary importance.

The following input parameters are given in COREDIV:

• plasma current Ip and toroidal magnetic field BT

• geometric quantities of vessel and plasma

• power deposition of auxiliary heating (NBI, ICRH) to electrons and ions

• experimental volume or line average electron density

• H98 or CE

• electron density of the separatrix or recycling coefficient

• puff of the seeding impurity
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Chapter 6

Numerical studies of impurity

transport in JET ILW discharges

without impurity seeding

Impurities released from interactions between plasma and material surfaces can lead

to major effects on plasma behaviour in tokamaks. This is in particular true for JET

experiments with the new ITER-like wall (ILW) configuration (ILW: Beryllium wall +

W divertor), which shows that the plasma performance is strongly affected by tungsten

impurity [138]. In view of possible realistic prediction for ITER plasma scenarios, it is

necessary to develop validated numerical tools. For this aim, COREDIV code has been

constructed, which self-consistently couples the plasma core with the plasma edge and

the main plasma with impurities.

The first simulations with the COREDIV code for JET ILW configuration were

done for low input power, L-mode discharges without impurity seeding. Numerical

simulations of these discharges with COREDIV were quite challenging due to strong

coupling edge-core in the relevant temperature range, the significant level of the Ohmic

power (about one third of the total input power) and experimental uncertainties in the

level of the radiation power.

6.1 Simulation for L-mode discharges

The basic aim of these simulations was the answer to the following question:

• What is the influence of Be and W on plasma parameters?

The results of investigations of the JET ILW L-mode discharges without impurity

seeding were presented in [139]. Three well diagnosed discharges heated by ICRF at

a power level of PICRH = 3MW and with central line average density nLINE
e = 1.65

(low), 2.3 (medium) and 2.8 (high) ×1019m−3 were simulated , respectively. For ILW

the main source of Be is located on the main chamber wall. A detailed description

of the JET wall is therefore essential to derive quantitatively the Be fluxes, which,

ultimately, are responsible for W fluxes from the divertor plates in the relevant tem-

perature range of these pulses (electron temperature at the divertor plate, T PLATE
e <50
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6.1. SIMULATION FOR L-MODE DISCHARGES

eV). Indeed, W sputtering due to deuterium impact is negligible below 60 ÷ 70 eV.

Here, the experimental divertor Be fluxes have been taken (derived from the absolutely

calibrated Be II line intensity at λ = 527 nm, spatially integrated over the inner and

outer divertor, and using the pertinent S/XB) as a COREDIV input, and then their

values have been slightly adjusted to match with the total radiated power. Considering

that for these pulses the Ohmic power (POHM = 1.3 ÷ 1.4MW) is about one third of

the total input power (P TOTAL
aux ∼4.4 MW) any change in the computed temperature

and in ZEFF leads to non-negligible changes in P TOTAL
aux , which in turn leads to further

changes in electron temperature profile (Te), temperature on the plate (T PLATE
e ), W

sputtering and so on.

In Fig. 6.1 the experimental and simulated density and temperature profiles in the

plasma core are shown for the three discharges considered. The density profiles have

Figure 6.1: Electron temperature (top) and density (bottom) profiles from HRTS diagnostic

and from COREDIV simulations as function of the normalized minor radius. From left to

right: #80896,#80889 and #80893 at time t = 19.5s [139].

been numerically derived by setting the electron density at the separatrix nsep
e = 7.2,

4.5 and 2.9 × 1018 m−3 for the high, medium and low density discharges, respectively.

These values are lower than the two values available from the Li-beam diagnostic: 8.5

and 4 ×1018 m−3 for the high and low density discharge, respectively. Independently of

the level of uncertainty of the Li-beam measurements for these low density pulses and

of the EFIT separatrix location, the choice of these input values for nsep
e in COREDIV

is the result of a compromise among different constrains. The input value of the

separatrix density affects in COREDIV the density profile in the plasma core as well

as the density at the target plate. Using the above mentioned input values for nsep
e

in COREDIV, the resulting simulated profiles in the core match relatively well with

HRTS data (Fig. 6.1) and the resulting simulated density (and temperature) values

at the plate are consistent with probe measurements at the outer strike point, see

below. The discrepancy between simulation and measurement seen in the three core

temperature profiles has a moderate impact on the radiation patterns since Be radiates

mostly in the SOL and W mostly for Te around about 2 keV. In fact, the core electron
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6.1. SIMULATION FOR L-MODE DISCHARGES

density profiles are almost flat. In Fig. 6.2a the experimental Be fluxes and the input Be
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Figure 6.2: (a) Experimental and COREDIV input Be fluxes, (b) experimental and simulated

D fluxes, (c) experimental and simulated total radiated power, and (d) power radiated inside

the separatrix for the three discharges considered, labeled according to their line average

density [139].

fluxes used in COREDIV are shown for the three discharges considered and in Fig. 6.2b

the simulated and experimental D particle fluxes. While the simulated- experimental

D particle fluxes match well, the COREDIV input Be fluxes, are systematically higher

(up to about 80%) than the experimental ones, derived from the Be II line. Matching

the COREDIV input Be fluxes with the experimental ones would lead to too low

numerically simulated power radiated in the plasma core by W, see Fig. 6.2c and d.

On the other hand, Be flux higher in COREDIV input than in experiment (while the

simulated power radiated matches well with the experimental one) is consistent with

the presence in the actual discharge of no negligible amount of other light impurities

as C and O, which normally lead to further release of W from the divertor. In fact, in

the present COREDIV simulations, only C is considered and the C flux is set to be at

very low level: only about 10% of the Be flux.

The agreement of the measured and the simulated power radiated is correlated

with the very good match between simulated and experimental W concentration in the

core (CW ), see Fig. 6.3a. (It is worth noting that for these discharges the COREDIV

calculated W self-sputtering is a significant fraction of the total W sputtering). Indeed,

in the relevant range of temperature, only W ions are responsible for the power radiated

in the plasma core. It has to be pointed out that the observed decrease of RTOTAL

with increasing density is not a general trend of the ILW plasmas, but apply only to

these ICRF heated discharges and it is possibly correlated to specific radio-frequency

effects, see below.
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Figure 6.3: (a) Experimental and simulated W concentration (CW ), (b) experimental and

simulated ZEFF , (c) experimental electron temperature measured at the outer strike point

and simulated with COREDIV, and (d) experimental electron density measured at the outer

strike point and simulated with COREDIV for the three discharges considered, labeled ac-

cording to their line average density.

Measurements of the absolute W fluxes are not available so far, but the ratios of

the intensities (in a.u.) of the WI line at λ = 400.9 nm for the three pulses considered

are quite compatible with the ratios of the COREDIV calculated W fluxes, which are

in the range of a few 1019 particles/s. With respect to the absolute values, in Ref. [140]

an estimate is given of the ratio CW/Csat for the considered pulses, which is compatible

with the ratio (in the range 10−3) of CW/CD in COREDIV simulations.

Indeed, the simulated ZEFF is significantly lower (see 6.3,) than the experimental

one for the two pulses at lower density. In the present contest only higher input fluxes

of Be and/or of other light impurities would cause the increase of ZEFF in COREDIV,

but this would also lead to the increase in the W sputtering and, consequently, in the

power radiated. At present, we do not have an explanation for this anomaly, which,

however, on a speculative basis and partly in agreement with bolometric observations,

would be consistent with radio-frequency specific effects. Indeed, the coupling of radio-

frequency power with the plasma is generally rather weak at low electron density and

this normally leads to interactions of the electric fields with the antennas limiters,

causing release of Be. This Be flux enters directly the plasma core affecting significantly

ZEFF , but only marginally the power radiated. On the other hand it should be pointed

out that Be transport might be different depending on the position where Be is released

from (different screening, for example) while for these three pulses the same impurity

transport is assumed in COREDIV.

The experimental electron temperature at the strike point, T PLATE
e , measured with

probes, is lower (up to about 40%) on the inner divertor than on the outer one, while

the electron density, nPLATE
e , is higher (up to a factor of 4) on the inner divertor. In

Fig. 6.3c and d, the experimental T PLATE
e and nPLATE

e measured at the outer diver-

tor are shown together with COREDIV results. It is difficult to compare COREDIV
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6.2. SIMULATIONS FOR H-MODE DISCHARGES

results with experimental measurements on one of the two divertor legs, and this com-

parison has to be considered more from a qualitative point of view than quantitatively.

However, the data in Fig. 6.3c and d shows that we are dealing with similar trends,

thus contributing to the overall consistency among edge parameters.
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Figure 6.4: Calculated and experimental plasma profiles (left) for the JET ILW shot #87412

at t = 10.3s [141]. Tomographic 2D reconstruction of the SXR radiated power density the

JET ILW shot #87412 at t = 10.3 sec.(right).

6.2 Simulations for H-mode discharges

With COREDIV code many discharges in H-mode without impurity seeding were

analysed. As example of the type I ELMy discharges, the reference shot # 87412 (3.5

MA/3.2T) with 31MW of additional heating power reported in Ref.[141] is discussed.

This shot has been simulated with COREDIV assuming average plasma density ⟨ne⟩
=7.2 ×1019m−3 and the experimental confinement factor H98 = 0.8. In the Fig. 6.4,

experimental plasma profiles are compared to the code results. It can be seen that

in addition to the density and temperature profiles, also the plasma radiation is well

reproduced by COREDIV code. The agreement is satisfactory also for the global

parameters like ZEFF = 1.14/1.12, energy content WDIA = 8.35/8.7 MJ or tungsten

concentration CW=7/5×10−5 (the first number comes from simulations and the second

one is from experiment).

6.3 Summary

The overall comparison of the simulations for not seeded L- and H- mode dis-

charges with the experimental data is rather satisfactorily, both in the core and in

the SOL. To this point it has to be stressed that the Be fluxes on the divertor tar-

get are not calculated self-consistently with the plasma parameters, but are given as
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6.3. SUMMARY

input in COREDIV, partly according to the experimental Be fluxes, determined by

spectroscopic measurements, and partly to the level of the power radiated.

The results show that, in spite of the limitations related to the slab geometry of

the SOL in COREDIV model and of those related to the self-consistent simulation of

complex and strongly inter-dependent core-edge systems like JET plasmas with the

ILW, the preliminary steps towards the integrated numerical modeling of JET plasmas

with the ILW have been accomplished.

The main conclusion from simulations, which is in good agreement with experiment,

is that main part of the radiation is coming from the core plasma and it is dominated

by W radiation. Lower Z-impurity, as Be, C have influence on the ZEFF for discharges

without impurity seeding and do not contribute to radiation losses in the plasma core.
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Chapter 7

Analysis of the influence of the

source of the external (seeded)

impurity

One on the main source of the impurities in tokamak is the puff of the external

impurity from the chamber wall or from the divertor region (impurity seeding). The

main aim of adding extrinsic impurities to the species mix is to reduce power and energy

loads on divertor targets. Within the context of divertor target material sputtering, this

involves a balance between increasing the impurity concentration due to the seeding

on the one hand and decreasing the divertor plasma temperature to reduce the impact

energy of the incident particles at the other hand. Experiments with different impurity

seeding: nitrogen, neon and argon have been performed in JET ILW configurations.

Main questions addressed by the experiments are:

• What is the effect of seeded impurity on total radiation losses?

• What is the effect of seeded impurity on the W production by sputtering?

7.1 Influence of the nitrogen impurity puff

Historically, first experiment with seeding in the JET ILW were done with nitrogen

puff. Analysis are presented for different experimental shots for two different plasma

confinements: lower (L-mode discharges) and higher (H-mode and hybrid discharges).

L-mode discharges As a first step for analysing of the influence of the impu-

rity seeding, simulations have been performed for a series of JET L-mode discharges

(#82291, #82293-6, #82299) with different level of nitrogen puff. It is important, that

these experimental discharges are characterised by the same electron average density

⟨ne⟩ = 2.35× 1019m−3, auxiliary NBI heating PNBI = 1.1MW, total heating (NBI and

Ohmic heating) P TOT=2.65MW, toroidal magnetic field BT=2.5T and plasma current

I=2.5MA, but different impurity puff levels (nitrogen was seeded at different rates

from 4× 1021 to 1× 1022 1/s) in the divertor. For this reason, these shots are very nice

for analyses of the influence of the impurity (nitrogen) puff on the global plasma pa-

rameters and especially on the W sputtering. The model in COREDIV provides, from
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7.1. INFLUENCE OF THE NITROGEN IMPURITY PUFF

a number of inputs like the heating power, the average density and the confinement

enhancement factor H98, but the core temperature and density profiles, the effective

ion charge ZEFF , the radiated power, the W flux and concentration and the plasma

parameters in the divertor are output data. In this simulations constant separatrix

density has been assumed nsep
e = 1 × 1019 m−3 (controlled by iterative feedback on

deuterium recycling coefficient). The present studies take the main plasma species and

impurity recycling in the divertor as well as sputtering processes due to all ions (D,

Be, N, W) at the target plate. It is assumed, that nitrogen is not a recycling impurity

(with negligible value of the recycling coefficient: 0.25). The results of these analysis

were published in Ref. [142].

In Fig. 7.1 experimental and simulated electron density and temperatures profiles

are shown for two shots, with and without seeding.
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Figure 7.1: Electron density (left), electron (right) temperature profiles from HRTS diag-

nostic at different time for shot #82291 (top) and shot #82295 (bottom).

It can be seen, that radial profiles are nicely reproduced, when the transport co-

efficients are adapted, such as to provide a best possible fit of these profiles. The

agreement between radiation levels versus nitrogen puff intensity is quite reasonable,

as can be seen from Fig.7.2. The simulations show, that most of the radiation comes

from the SOL region with much smaller contribution from the bulk plasma (factor 2)

(note that the horizontal axis has been re-scaled to account for differences in nitrogen

recycling models).

In Fig.7.3, the tungsten experimental concentrations (from SXR) are compared to

the COREDIV predictions. It can be seen that in agreement with experiment, the

tungsten production, after an initial increase (with puffing), is suppressed for suffi-

ciently large nitrogen influx [140]. That illustrates a balance between increasing the

impurity concentration due to the seeding on the one hand and decreasing the diver-

tor plasma temperature to reduce the impact energy of the sputtering particles at the

other hand.

The simulated W flux versus ion temperature at the divertor plate is shown in

Fig.7.4, whereas Fig.7.5 presents W density flux versus electron divertor temperature
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Figure 7.5: Experimental W density flux

versus electron divertor temperature [140].

determined from the WI line intensity as a function of the plasma temperature in

the nitrogen seeded experimental pulses (Ref. [140]). It should be noted, that the

comparison between experimental and simulated results shows, that the behavior of

the W flux versus divertor temperature is qualitatively the same.

H-mode and hybrid discharges. In this section, the JET H-mode and hybrid

scenarios with nitrogen seeding are discussed. The all simulations have been performed

with the same transport model and only the discharge input parameters like auxiliary

heating Paux, line average plasma density nLINE
e , confinement factor H98, nitrogen input

flux Γpuff
N were changed in the calculations. The separatrix density nsep

e is an input

parameter in our model and has been kept equal to 0.4÷ 0.5nLINE
e in the simulations,

with the recycling coefficient adjusted accordingly. The input power has been split

between electrons and ions, as 3/1. The results of the numerical simulations with

COREDIV code are published in Ref. [143].

The code was run in a steady-state mode neglecting fast phenomena like e.g. ELM.

This corresponds to the experimental results averaged over energy confinement time

and seems to not impose strong limitations on the code-experiment comparison.

Main plasma parameters of simulations of two series of JET H-mode discharges

with different level of auxiliary power are considered first and the comparison of global
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parameters with experimental data is shown in the Table 7.1 for pulses #82031 and

#82033 (I=1.98 MA, BT=2.18 T) with Paux = 10.8 MW whereas in the Table 7.2 we

present pulses #83178-80 (I=2.47 MA, BT=2.7 T) with Paux ∼ 17MW. Here RCORE

is the core radiation (mostly by tungsten), RTOTAL is the total radiation, nLINE
e is line

average plasma density (experimentally measurement by HRTS diagnostic) and cW is

the volume averaged tungsten concentration.

The beryllium flux(ΓBe) from the wall has been assumed to be equal to 2×1020 s−1

for the low power shots and to be proportional to the particle flux crossing the sep-

aratrix with the proportionality coefficient equal to 0.8 for all other shots in order to

reproduce the low Z impurity level.

Table 7.1: The experimental and simulated global plasma parameters for shots #82031 and

#82033.

JET Paux τE ZEFF RCORE RTOTAL Γpuff
N nLINE

e cW
Shot [MW] [sec] [MW] [MW] [×1022el/s] [×1019m−3] ×10−5

#82031 10.8 0.31 1.36 3.10 5.4 1.1 6.34 1-2

SIM 11 0.30 1.26 2.3 5.51 1.05 6.8 1.36

#82033 10.8 0.34 1.26 2.1 5.0 1.6 7.1 1-2

SIM 11 0.30 1.26 2.46 5.88 1.05 7.34 1.19

Table 7.2: The experimental and simulated global plasma parameters for shots #83178-80.

JET Paux τE ZEFF RCORE RTOTAL Γpuff
N nLINE

e cW
Shot [MW] [sec] [MW] [MW] [×1022el/s] [×1019m−3] ×10−5

#83178 16.7 0.32 1.46 3.54 6.31 3.03 7.23 ∼3.5

SIM 17 0.29 1.41 3.78 8.7 1.05 8.17 1.52

#83179 16.7 0.34 1.36 4.13 7.8 1.54 7.9 -

SIM 17 0.29 1.18 4.66 7.88 0.35 8.26 2.2

#83180 17 0.32 1.33 4.38 6.8 0.78 7.8 ∼2.1

SIM 17 0.32 1.12 3.14 6.71 0.35 8.26 1.38

For the low power shots (Table 7.1) the comparison with the experimental data is

very good. For high power H-mode discharges (Table 7.2), there is some discrepancy

when comparing all radiations and the ZEFF values. Note also, that the experimental

values of the nitrogen influx (Γpuff
N ) are usually larger than in simulations, since in

latter case all the gas goes to the plasma which is not necessarily true for experimental

situation (a significant part of the gas might be lost to the wall not reaching the

plasma). The simulated ZEFF is lower than the experimental value for two pulses

#83179-83180, but simultaneously the total radiation is correct in contrast to the shot

#83178, when ZEFF is correct, but the total radiation is higher in the experiment,

however the radiation in the core is similar to the experimental one.
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Table 7.3: The experimental and simulated global plasma parameters for hybrid regime.

JET Paux τE ZEFF RCORE RTOTAL Γpuff
N nLINE

e cW
Shot [MW] [sec] [MW] [MW] [×1022el/s] [×1019m−3] ×10−5

#83568 25.7 0.16 2.51 ∼ 5 17 6.2 6.77

SIM 24 0.17 2.5 11 17.25 2.8 6.79 9.01

#83570 20.5 0.17 3.07 5.1 15.7 4.9 6.46

SIM 20.5 0.15 2.94 7.6 14.7 3.3 6.86 6.65

The situation is different for JET hybrid scenarios with high additional power and

strong nitrogen seeding (shots #83568, #83570; I=1.68 MA, BT=1.975 T). In this

case, measured values of ZEFF and total radiated power are very well reproduced by

simulations, but there is some difference between simulations and experiment regard-

ing power radiated in the core, as it can be seen from Table 7.3. We note, that W

concentration for hybrid scenarios is much higher than for H-mode shots mostly due

to the lower plasma density and stronger heating. That means that in spite of very

strong seeding, the tungsten radiation remains important energy loss channel.
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Figure 7.6: Electron temperature (top) and density (bottom) profiles from HRTS diagnostic

at different time and from COREDIV simulations, as function of the normalized minor radius

for shots #82031(left), #83179(middle) and #83570(right).

In the Fig.7.6, the experimental and simulated electron density and temperature

profiles are shown for shots #82031, #83179 (H-mode) and #83570 (hybrid scenario).

It can be seen, that radial profiles are nicely reproduced by the code. Note also, that in

the considered shots tungsten accumulation is not observed, which is consistent with

the assumption, that the impurity transport is dominated by anomalous contribution.

This assumption is also consistent with the radiation distribution as it can be seen

from Fig.7.7, where experimental and simulated radiation profiles in the plasma core

are shown for this same shots. The calculated radiation profiles agree relatively well

with the experimental data showing strong contribution of tungsten to the radiation

losses in core. Radiation losses due to nitrogen are important only very close to the
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Figure 7.7: Profile of the radiation at t = 16s for shot #82031(left),at t = 14s for shot

#83179(middle) and at t = 6.25s for shot #83570(right).

separatrix.

It is important to note that in all considered shots tungsten radiation in the core is

the dominant energy loss mechanism, which is good correlation with JET experimen-

tal results showing that in the JET ILW plasma performance is strongly affected by

tungsten impurity.

7.2 Influence of the neon seeding

Historically, second impurity used as seeded impurity in JET ILW was neon (Ne).

For illustration of the case with neon seeding, simulations for JET experiments M13-17:

maximum radiation fraction are presented. These experiments were characterized by

strong deuterium puff and neon seeding, which lead to strong peaked profile for density

(ne(0)/nped
e

∼= 1.6). Experimental and simulated profiles for electron density and tem-

perature are presented in Fig.7.8(a,b) together with the radiation profile Fig.7.8(c) for

shot #85441, t = 15s. The experimental profiles are nicely reproduced by simulations

together with the global parameters: RTOTAL = 11.9 MW, RCORE = 7.49 MW, tung-

sten concentration: cW = 7.4 × 10−5; ZEFF = 2.28 in simulations and in experiment

we have: RTOTAL = 12.6 MW, RCORE = 7.3 MW, cW = 6 × 10−5; ZEFF = 2.14,

respectively.

Fig. 7.9 shows simulated radiation losses versus ZEFF value for neon seeding to-

gether with experimental points for JET shots: #85438, #85439, #85441. It can be

seen that the experimental points fit quite well into simulation curves.

Another experiment with neon seeding was performed in the ITER relevant high-

triangularity, vertical-target configuration, at I = 2.5 MA and BT= 2.7 T. The D

puffing rate was maintained constant at 4.1 × 1022 el/s (leading to a volume average

density, ⟨ne⟩, in the range 8 - 8.7 × 1019m−3) and the auxiliary heating power was

about 18 MW NBI + 4-5 MW ICRF heating. The neon seeding rate was increased

pulse by pulse resulting in the increase of the total radiated power (RTOTAL) in the

range 9.5 to 13 MW. Numerical simulation of these five discharges has been made

also in view of extrapolating a scaling for neon seeding, based on experimental JET

data. Results of these simulations are presented in Ref. [145]. Since these simulations

aimed at producing a scaling based on experiments, also to predict global trends, the
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COREDIV Ne seeding rate was increased up to ΓNe = 2 × 1021 el/s and added the

case for ΓNe = 0 for two slightly different densities (⟨ne⟩ = 8.7 and 8.0 × 1019 m−3),

keeping PTOTAL = 23 MW. All the input parameters, but ΓNe and radial diffusion in

SOL, were maintained constant in these scans. On the basis of the numerical results

shown in Figs. 7.10 and 7.11 the following considerations can be done.

The quick increase of total radiation RTOTAL and of W concentration CW together

with the drop of RDIV /RTOTAL for ΓNe between 0 and 2 × 1021el/s shows, that the

main effect of Ne seeding at high T PLATE
e is tungsten release (and core radiation) with

marginal effect on the radiated power in the SOL. In parallel with the quick increase

of RTOTAL with increasing ΓNe at low ΓNe, the power to the plate drops also quickly.

In contrast, at high ΓNe the rate of change of RTOTAL with increasing ΓNe is marginal

as is that of the power to the plate. Therefore, since with increasing ΓNe also ZEFF

increases, see Fig. 7.11, a careful analysis of advantages (reduction of PPLATE) and

disadvantages (increase in ZEFF ) has to be done to establish the most appropriate neon

seeding level in terms of the overall performances.
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Apart from the obvious difference in recycling behaviour, the basic trends of ni-

trogen seeding (presented above) regarding radiation and contamination have been

found to be rather similar to those of neon, both in experiments and in simulations, as

expected, considering the little difference in the atomic number of N and Ne.

Within the uncertainties of the presented in this section simulations, caused mainly

by the simplified neutral model and by the absence of ELM modelling, the main ex-

perimental trends of Ne seeded discharges in JET with the ILW have been numerically

reconstructed. Indeed, even though the actual dynamic of ELMs (W production, flush-

ing out and transport) is bypassed by the assumptions of the steady-state W source

and the W anomalous transport in the core, the simulated radiated power as well as

the W concentration match well experimental data, showing the rollover in the W con-

centration with increasing Ne seeding level. The positive effect of Ne seeding on the

power to the plate, which decreases significantly, is partly balanced by the increase in

ZEFF .

7.3 Influence of the sputtering coefficient

As already mentioned, in some cases it is difficult to fit by COREDIV simulations

all the experimental global parameters like radiations and ZEFF simultaneously. It can

be attributed to the assumptions made in the model as well as to the unknowns related
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to the experimental data. In particular, assumptions made to describe the impurity

production at the plate might influence the results. They are related to the proper

definition of the incident ions characteristics (energy, angle of incident), target surface

properties (e.g. roughness) or the prompt reposition process.

Therefore the question is: What is the role of the sputtering model used in the code

and in particular the effect of prompt re-deposition on the results?

Certain plasma parameters in the SOL, like separatrix density, deuterium puff or

radial transport have influence on tungsten retention and by consequence on core pa-

rameters. In order to understand the reason for the differences between experimental

and computation results, we have performed numerical studies to see which parameters

have strong influence on the plasma parameters, in particular on the radiation level

and its distribution.

It is believed that in case of tungsten, the prompt re-deposition might strongly

reduce effective sputtering yield. Therefore, simulations have been performed to check

sensitivity of the results on the total sputtering yield. For this aim, the sputtering

yield due to all ions was reduced by factor: 0.3, 0.24,0.18 and 0.06 in comparison to

the standard model (first row in the table) and the results are presented in Table 7.4.

Table 7.4: The caption inside a table environment.

Sput. CW ZEFF T PLATE
e RTOTAL RCORE

coeff. [10−5] [eV] [MW] [MW]

1 1.96 1.14 5.62 5.63 2.92

0.3 1.72 1.13 5.95 5.3 2.62

0.24 1.49 1.11 6.13 5 2.33

0.18 1.22 1.11 6.27 4.64 1.98

0.06 0.5 1.11 7.25 3.66 1.05

It can be seen, that the reduction of the sputtering coefficient leads, as expected,

to the smaller tungsten production and by consequence to the reduction of the core

and total radiation. However, the effect is rather moderate, since the change of the

sputtering yield by factor ∼ 17, reduces W concentration 4 times, core radiation by

factor 3 and total radiation only by 1.5. The reason is such that the reduction of

the sputtering yield is compensated by the increase of the plate temperature due to

self-regulating mechanism coupling efficiently W production in the SOL with tungsten

radiation in the core. In addition, sputtering yield has almost no influence on the

effective charge and SOL radiation.

It should be noted, that prompt re-deposition is more important for the cases with

lower plasma density and magnetic field (see Chapter 2.1.4). For this reason, to repro-

duce CW for hybrid discharges prompt re-deposition is included. For example in the

Ref.[146], a set of hybrid discharges have been studied, where Ne was injected from

GIM9 in the divertor private flux region, and its rate was changed from pulse to pulse.

At the same time, other parameters such as the plasma current, magnetic field, and

75



7.3. INFLUENCE OF THE SPUTTERING COEFFICIENT

neutral beam injection (NBI) were kept constant at 1.4 MA, 1.9 T, and 16.3 MW,

respectively. The series of the studied discharges consists of 5 pulses with increasing

Ne seeding rate (#90336, #90337, #90339, #90279, and #90280), as well as reference

one, without any injection of external impurity (#90287). What is also important,

the hybrid discharges selected for this analysis were characterized by the magnetic

configuration with the outer strike point close to the pump out valve (the so-called

corner configuration). This configuration has some implications for the modeling of

the W penetration into the plasma. The W atoms which enter the divertor plasma

represent only a small fraction of the sputtered ones due to prompt re-deposition pro-

cesses. Therefore, to reproduce lower radiation, the prompt re-deposition model was

included in simulation. In these simulations, the W source is calculated from sput-

tering processes by main ions (D), impurity: seeded (Ne, Ni) and intrinsic (Be) and

W self-sputtering. As it is presented in Fig. 7.12, experimental results concerning

W are consistent with numerical modeling from COREDIV due to the fact that also

simulations indicate a noticeable increase in W concentration for the plasma core and

mid-radius region.
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Figure 7.12: Comparison of W concentration obtained by using the SXR system and VUV

spectrometer with the modeling one based on simulation with the COREDIV code for differ-

ent plasma radii (especially in the plasma core and at mid-radius).

This comparison suggests that for higher Ne seeding rate, besides W also Mo is

contributing to the SXR radiation. It is worth emphasizing that the Mo, as an interlayer

in the divertor tiles, comes from the same region as W,what can explain their similar

behavior during the presented experiment. A different trend is observed for mid-Z

impurities such as Ni, Cu, and Fe. In the case of Ni, its production comes from

structures within the vacuum vessel or is caused by contamination of the plasma facing

components. For this reason, the effect of Ne seeding on Ni production should be

significantly different compared to W and Mo release. As Fig. 7.13 shows, a decrease

in the Ni intensity line with the increase in the Ne seeding rate was observed for the

plasma region r/a = 0.3-0.4. This trend was confirmed by simulations, which rely on

an assumption that the Ni source is by gas puff in midplane (ΓNi = 1.5 × 1019 1/s),

with recycling coefficient (RREC
Ni = 0.25) and it remains unchanged for all discharges.

Additionally, total Ni radiation for two marginal discharges - characterized by the

lowest (#90336) and the highest (#90280) amount of injected Ne, shown in Fig.7.14, as
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Figure 7.13: Comparison of Ni concentration obtained by using the VUV spectrometer with

the modeling one based on simulation with the COREDIV code for the plasma region r/a =

0.3-0.4

a function of the plasma radius. As in the case of W (see Fig.7.12), here it is possible

to observe higher radiation for the case of higher seeding. This is due to the fact

that for the pulse #90280, we observed higher plasma density (ne) and lower electron

temperature (Te) in comparison with #90336. In turn, these two parameters have a

significant impact on the cooling factor rate, which in addition to plasma volume, Ne,

and impurity density is proportional to the calculated Ni radiation. However, it is

worth noticing that despite a similar trend for these two types of impurities (high and

mid-Z), the total Ni radiation is an order of magnitude smaller than in the case of W.
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Figure 7.14: Comparison of simulated Ni radiation for two discharges with different Ne

seeding rates.

7.4 Comparison of the different impurity seedings

in JET ILW

The scrape-off layer (SOL) radiation of intrinsic impurities in tokamaks with tung-

sten (W) as target plate material, is strongly limited. That might lead to high heat

fluxes to divertor and corresponding high target plate temperatures, with the conse-

quence of increased W sputtering. However, the reduction of divertor target power
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loads to an acceptable level is a critical issue for future tokamaks and fusion reactors.

The radiative exhaust of energy by externally seeded impurities is considered presently

as a promising way of spreading energy over a large wall area and therefore the effect

of the impurity seeding on the plasma performance and heat load mitigation has to

be understood. In particular, experiments have been performed to study the so called

radiative scenarios, where the influence of the seeding impurity on the main plasma pa-

rameters is studied [147]. It has been found, that seeded impurities can affect the shape

of density and temperature profiles, influence the L-H power threshold, the pedestal

position and parameters as well as, the pedestal stability with its direct consequence

on plasma performance.

The impact of impurity seeding on plasma transport and confinement is the major

issue to be understand. In this regard, it should be pointed out that the Eq. 1.8 for the

energy confinement does not take the radiated power into account. Already in present

tungsten machines, this high-Z impurity might radiate strongly in the core and the

inclusion of the radiation losses is therefore crucial.

In order to address that problem, some simulations have been performed aiming at

comparison of the main plasma parameters (radiation, ZEFF , impurity concentration

...) with experimental data for different scenarios: hybrid with nitrogen [143] and neon

[146] seeding, L - mode with N seeding [142] and H-mode with N, and Ne seeding.

More systematic study of the influence of different seeding gasses: nitrogen (N),

neon (Ne), argon (Ar) and krypton (Kr) on plasma parameters in JET ILW discharges

has been presented in Ref.[148]. Since the energy balance in tokamaks with metallic

walls depends strongly on the coupling between bulk and the SOL plasma integrated

modelling approach has to be applied. From one side, the seeded impurities can,

reduce the power to the SOL/divertor regions leading to reduction of the W influx, but

from the other side, they can increase the W production due to enhanced sputtering.

Therefore, the joined treatment of both regions is necessary, as long as the edge plasma

is not separated from the bulk plasma.

The main questions to be answered are:

• What impurity is the best and optimal?

• How much impurity ions can influence the plasma confinement?

Simulations are performed for different seeding gasses (N, Ne, Ar and Kr) assuming

different levels of impurity influx. As a reference scenario high power JET shot is chosen

(#87194) with Ne seeding. Fig.7.15 shows the time traces of the main parameters of a

neon seeded discharge where all the heating systems are employed.

The shot is characterized by the following main parameters: plasma current I = 2.6

MA, toroidal magnetic field BT = 2.5 T, volume averaged density ⟨ne⟩V OL = 6.2×1019

m−3 and line averaged ⟨ne⟩LINE = 6.7 × 1019 m−3 electron density, separatrix density

nsep
s = 3.0 × 1019 m−3, H-factor (IPB98(y,2)) H98 = 0.8 and auxiliary heating Paux =

25MW. It should be pointed out, that possible changes in confinement due to the level

of the different gases and to the different radiation patterns are not accounted in this

simulations.
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Figure 7.15: Time traces of main plasma parameters of discharge #87194.

The results of the transport analysis are displayed in Fig.7.16 and comparison be-

tween experimental and simulated profiles of electron density and electron and ion

temperatures is shown.
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for shot 87194 at the time t = 14s).

All the simulations are done for the same input parameters, except seeded impurity

type and its puffing rate. In case of N seeding, since nitrogen is not recycling impurity

recycling coefficient RREC
N = 0.25 is used, whereas for the nobel gases Ne, Ar and

Kr the coefficient is RREC
Ne,Ar,Kr = 0.925. For the radial diffusion in the SOL, we use

DSOL
perp = 0.5m2/s whereas for the core transport only anomalous transport is considered

neglecting contributions from the neoclassical transport.

Main plasma parameters versus impurity influx for different gasses (N, Ne, Ar and

Kr) are presented in the Fig.7.17. In particular, we show radiation fraction (fRAD),

power to the SOL (P SOL) and to the plate (P PLATE), electron temperature at the
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Figure 7.17: Main plasma parameters versus impurity influx for different gasses (N, Ne,

Ar and Kr): radiation fraction (fRAD), power to the SOL (PSOL) and to plate (PPLATE),

electron temperature at the plate (TPLATE
e ), SOL radiation (RSOL) and effective charge

ZEFF [148].

plate (T PLATE
e ), SOL radiation (RSOL) and effective charge (ZEFF ). It should be

noted, that the nitrogen puff level is reduced by factor 7 in the figures in order to have

better comparison between all impurities. Simulations are performed from a negligible

level of the seeding until the maximum value allowed by the numerical code stability

and consequently, full detachment is not considered in the simulations.

The threshold power (PH−L), calculated according to the Martins law [14] is found

to be 9.5MW for the considered JET shot and it can been seen that there is no problem

to stay in H-mode for all impurities and seeding levels. However, the power to the plate

without impurity seeding (13.5MW) ( Fig.7.17) would be relatively high (exceeding

technological heat flux limits 10MW/m2 (and assuming, that divertor plate surface is

1m2) and impurity seeding is necessary to reduce the power to the target plates for the

simulated discharge.

The achieved total radiation fractions are between 70% and 80%: 71% for N, 80%

for Ne, 76.5% for Ar and 74.5% for Kr seeding, respectively. The radiation fraction for

low Z impurities (N, Ne) goes to saturation with the increasing of the seeding rate. It

has been found that for every gas at the maximum level of the seeding the power to the

plate is reduced down to 2-5 MW and the electron temperature at the plate is about 2-3

eV, indicating semi-detached conditions in the divertor region. In case of Kr seeding,

the reduction of the power to the plate is very sensitive to the seeding level. For puffing

levels smaller than 0.3 × 1022el/s, we observe similar values of ZEFF ≈ 1.8 ÷ 2 but for

higher puffing rates there are significant differences in the ZEFF values. The maximum

ZEFF is obtained for the Ne seeding, which is about 2 times higher than in case of Kr

seeding.

SOL radiation increases almost linearly with the seeding level, and the largest
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radiation is achieved for N and the smallest for Kr seeding, depending on the cooling

rates of the impurity type . The behaviour of the power to the SOL as a function

of the impurity puff rate depends on the impurity atomic number. For Kr, it always

decreases with the increase of the seeding level, for Ne and Ar saturation is achieved,

whereas for N seeding, increase of P SOL is seen after initial reduction. Therefore, for

nitrogen, large seeding levels are possible to work in H-mode.
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Figure 7.18: Main plasma parameters for different impurity puff: N, Ne, Ar and Kr level:

total (RCORE), W (RCORE
W ) and by seeding impurity (RCORE

IMP ) radiation in the core, average

ion temperature (⟨Ti⟩), W (CW ) and impurity (CIMP ) concentration.

In the Fig.7.18, I present total core radiation, W radiation in the core (RCORE
W ),

radiation by seeding impurity (RCORE
IMP ), average ion temperature (⟨Ti⟩), tungsten con-

centration (CW ) and seeded impurity concentration (CIMP ) versus impurity puffing

level. The maximum seeded impurity radiation in the core is observed for Kr seeding,

with the smallest for nitrogen, which is consistent with our expectations coming from

corona equilibrium (see Fig. 2.9). For typical core temperatures (Te ≫150eV), the

radiation efficiency of Kr is about 1000 higher than for N.

Only for Kr seeding, the W radiation in the core might be fully replaced by Kr

radiation whereas for other impurities the W radiation in the core remains a significant

part of the total radiation losses. For low and medium Z impurities (N, Ne and Ar),

tungsten radiation is a significant part of radiation losses and stays above 22-32% of the

total energy losses, but for high Z impurity (Kr) it is reduced down to 10% of the total

losses. Correspondingly, W concentration for N, Ne, Ar goes down to 5÷6×10−5 level

whereas only for Kr it is reduced to 2 × 10−5. For all impurities, similar temperatures

at the plate are achieved of about 2÷3eV, as can be seen in Fig.7.17 which corresponds

to similar sputtering yield values. However, the total tungsten influx due to sputtering
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processes is higher for low Z impurities, which is the effect of higher impurity flux to

the target plates. At maximum seeding rate, the impurity concentrations are from 4%

for Ne and N to 0.1% for Kr. It can be seen from Fig.7.18, that with the increase of

the impurity puff level, the average ion temperature increases as the effect of plasma

dilution by impurity ions.

The target power load can be mitigated by increasing the level of seeding. In the

presented simulations, confinement was kept constant (the H98 factor (total energy)

and the energy (and particle) transport coefficients (CE) were changed depending on

the seeding gas type and puff intensity. Indeed, depending on the specific JET-ILW

experimental situation, in some cases the H98 factor decreases [149] with increasing the

Ne seeding level, in others it remains nearly constant. The Fig.7.19 shows the changes

of the parameter CE versus impurity puffing.
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Figure 7.19: Transport coefficient CE for different impurity puff: N, Ne, Ar and Kr level.

It is clearly seen that the coefficient CE is reduced for all considered impurities at

the initial stage of the impurity puff and therefore would lead to the degradation of

the plasma confinement. However, for high seeding levels, in the cases with Ne ana Ni,

CE increases. For discharges with similar parameters: magnetic field, density, plasma

current, the confinement of the plasma will be hardly affected at the highest N and Ne

seeding levels. The strongest degradation of the plasma confinement is expected for

Kr seeding.

The radiation profiles in the core for different impurities at the maximum impurity

seeding level are shown in the Fig.7.20. As can be seen, radiation in the core by seeded

impurities increases with the impurity atomic number, and simultaneously tungsten

radiation is reduced. Only for nitrogen, the extrinsic impurity radiation is located

close to the separatrix, whereas for other impurities strong radiation in the pedestal

region is observed which might affect the confinement properties. In addition, for

Ar and Kr, significant part of the radiation is localised in the core. The maximum

of the radiation for N, Ne and Ar is at the separatrix, but for Kr the maximum is

between separatrix and pedestal. In the case of Ar and Kr seeding, the formation of

the radiating belt might be possible.

7.5 Summary

For the examined JET pulses with N and Ne seeding, core and edge parameters

as the electron temperature in the central plasma and on the plate, ZEFF , the W
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Figure 7.20: Radiation profiles: total, W and seeded impurity in the core. The dotted line

shows the pedestal position.

concentration and so on, are fairly well reconstructed with the COREDIV mode, no

only for the ONE shot, but for the FULL impurity scan. The module for sputtering

and prompt re-deposition reproduces correctly tungsten production.

Simulations show that high-Z impurity behavior can have a detrimental effect on

plasma performance. In the case of mid-Z impurities like Ni or Fe, with the larger

amount of injected gas, their concentration decreases. It can be explained by the fact

that mentioned mid-Z impurities are located outside the divertor region, where Ne

seeding was directly applied. For this reason, the process of their release was almost

negligible in comparison with W. In the case of Ni, its higher release is usually correlated

with RF heating, while during the presented experiment, only NBI heating was in use.

In the Chapter 8 analysis of the influence on the auxiliary heating on the impurity

transport in JET ILW is presnted.

What is also important, results obtained by analysis of the experimental data were

consistent with those simulated with the COREDIV code, where prompt re-deposition

is included.

For the relatively high levels of the auxiliary heating (Paux > 13 MW) impurity

seeding to reduce the power to the target is required. Sensitivity studies have been

done to give insight on the influence of different impurities on main plasma parameters.

The ZEFF is defined by low-Z impurity level, smaller dilution for the case with Kr,

ZEFF ∼ 2.2. Only for nitrogen, radiation is localised close to the separatrix and

for Ar and Kr, significant part of the radiation is localised in the core. The maximum

radiation fraction (80%) is observe for case with Ne seeding. The W radiation decreases

with increasing the impurity atomic number and only for Kr, CW ∼ 2 × 10−5, the W

production practically stops. It is possible pedestal degradation and formation of

radiation belt for Ne, Ar and Kr seeding. From the simulation with COREDIV code,

the better plasma confinement is for cases with N and Ne seeding. It should be stressed,

that this conclusion is in full agreement with experimental observations [150].
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Chapter 8

Analysis of the influence of the

auxiliary heating on the impurity

transport in JET ILW

Impurities released from interactions between plasma and material surfaces can

lead to major effects on plasma behaviour in tokamaks. This is in particular true for

JET experiments with the new ITER-like wall (ILW) configuration (ILW: Beryllium

wall + W divertor), which show that the plasma performance is strongly affected by

tungsten impurity. Plasma contamination depends strongly on the plasma tempera-

ture at the plate which to large extend is defined by the level of the heating power.

In addition, depending on the type of the applied heating mechanism (NBI, ICRH),

impurity production can be directly affected by the heating scheme.

Therefore, important question is:How much auxiliary heating influences the impu-

rity behaviour in tokamak plasmas?

In this chapter, the effect of:

• different heating schemes (NBI, ICRH)

• the applied auxiliary heating power level

on the impurity transport in JET ILW is presented.

8.1 Influence of the different auxiliary heating

schemas: analysis with ETS code

In the JET ILW experiment, it is observed that ICRF heating results in larger tung-

sten and nickel contents in the plasma and in a larger core radiation when compared

to NBI heating [151]. For JET ILW, a concern when using the ICRF antennas with

the new wall was local heat loads on surrounding Be limiters due to the acceleration

of ions in the RF sheath rectified voltages created by the residual parallel electric field

near the antenna structure. For example, the pulse #81856 with 3.5 MW of central

ICRF heating was applied making the total heating power (with the ohmic power) of
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4.8MW and a matching NBI power phase was added to compare the overall effect of

the two heating systems on the plasma properties and particularly on the radiation

and impurities levels. In the Fig. 8.1, experimental time traces of auxiliary heating

power, radiative losses and line-averaged effective charge in both phases are presented.

Nevertheless, during ICRF heating the radiation from the core plasma is now higher.

The main radiators are W and Ni. It can be seen, that ICRH results in a substantial

increase not only of radiative power, PRAD, but aslo of the effective charge, ZEFF ,

compared to the NBI phase. Then, one can see that 52÷56% of the heating power was

radiated during the ICRF phases and 23 ÷ 35% was radiated during the NBI phase,

the higher percentages being obtained for the lowest density case.
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Figure 8.1: JET shot #81856. Experimental time traces of auxiliary heating power, radiative

losses and line-averaged effective charge.

In the Fig. 8.2 experimental profiles of the electron temperature and density in

both phases are compared. Some difference in temperature is observed within 0.3 of

normalized minor radius, which roughly corresponds to 10% of the volume and cannot

explain the experimentally observed difference in the total radiative loss. Thus, the

plasma contamination during the ICRH phase can be caused either by an increased

source of impurities and/or by changes in their transport. With the Be/W plasma

facing components, the VUV spectrum was dominated by mid-Z metallic impurities

like Ni and also contained intense W features. Thus the question appears how much

of the plasma contamination during the ICRH phase can be attributed either to an

increased source of impurities or to changes in their transport.

ETS simulations were configured to reproduce experimental profiles of radiated

power density and a value of line-averaged effective charge at selected times (ICRH

phase, t1 = 12.2s; and NBI phase, t2 = 19s). Three impurity species (all ionization

states of W, Ni and Be) have been simulated until the steady state impurity distribution

is obtained. Initial profiles and boundary conditions for individual ionization states of

impurity ions were obtained from coronal distribution using experimental ne and Te

profiles and adjusting the total concentration for each impurity.

Spectroscopic measurements of Ni impurity along the vessel midplane were obtained
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Figure 8.2: Comparison of experimental profiles of electron density and temperature for

ICRH (blue) and NBI (red) heating phases in discharge#81856 [121].

Figure 8.3: ETS input (left): total density of Ni in discharge #81856 obtained with the

SPRED diagnostic (blue crosses) and assumed in ETS simulations (red stars). ETS output

(right): benchmark of radiation (red stars) from Ni obtained with ETS to the one computed

from experimental data using the UTC code (blue crosses).

using the SPRED (survey poor resolution extended domain) spectrometer (see Chapter

4). The time trace of the total density of Ni obtained with SPRED for this shot is

shown in Fig. 8.3 (left). From the Ni density, the radiated power due to Ni and

its contribution to the bulk plasma radiated power (RCORE) was evaluated based on

calculations of the Ni cooling factor presented in [152]. The Ni concentration is up to

a factor of three higher for the ICRH phase.

In the simulations, total Ni concentration was taken from experiment, total W

concentration was adjusted to reproduce radiative losses and Be concentration was ad-

justed to reproduce ZEFF . For the NBI phase, the total boundary concentrations were

selected to nW = 1.1×1015m−3, nBe = 1.0×1017m−3, nNi = 2.4×1015m−3, and for the

ICRH phase these values were increased to nW = 4.5× 1015 m−3, nBe = 2.2× 1017m−3,

nNi = 5.0× 1015m−3. The impurity diffusion coefficients have been computed with the

L-mode particle Bohm-gyroBohm transport model [106] and assumed to be the same

for all impurity ions and all ionization states. Fig. 8.3 (right) compares the radiated

power from Ni obtained in ETS simulations to the one computed directly from ex-

perimental data using the UTC code. Fig. 8.4 compares the simulated steady state

profiles of radiative power density and Fig. 8.5 effective charge with the experimentally
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Figure 8.4: Comparison of simulated steady state profiles of radiative power density with

experimentally measured ones: black curves total profiles, red curves W contribution to the

total; blue curves Ni contribution to the total; green curves Be contribution to the total.
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Figure 8.5: Comparison of simulated steady state profiles of effective charge with experi-

mentally measured ones: black curves total profiles, red curves W contribution to the total;

blue curves Ni contribution to the total; green curves Be contribution to the total.

measured ones. A reasonable agreement for the total radiative power density profile

inside normalized radius 0.95 has been obtained for both heating phases. The core

radiation is dominated by W during both, ICRH and NBI phases, with the largest

contribution from W25+-W35+ ionization states. The radiation near the seperatrix is

dominated by Ni ions, whereas Be does not contribute much to the radiative losses.

Instead, plasma effective charge is mostly due to light ions, e.g. Be and Ni. In contrast

to the radiated power profile, flat or slightly peaked in the centre, the effective charge

profile is hollow with the maximum at the edge. These computations exclude light Z

impurities (like C, O or N), which dominate the radiation over the last centimetres

inside the separatrix. Therefore, there is a difference between experimental and com-

puted profiles of the radiated power density outside the normalized radius of 0.95. The

total radiated power caused by the light elements is about 12 ÷ 15%. Nonetheless, ex-

perimental radiation caused by light impurities is not sensitive to the heating scheme.

The increased radiation during the ICRH phase as compared to the NBI is due to

increased tungsten and Ni concentration in the plasma. In the simulation performed

above the high radiation power during ICRH phase has been obtained by increasing

the boundary density for W (source from SOL plasma). Another approach to increase
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Figure 8.6: JET shot #81856. Simulated steady state profiles of radiative power density and

ZEFF : The reference case (blue curves) corresponds to the NBI phase (time t2). The effects

of ICRH (time t1) are simulated by either increasing the Be and W source (red curves) or

increasing the inward Be and W pinch (green curves). Dashed curves total Be contribution;

dash-dot curves total W contribution to radiative loss.

the W concentration in the core can be an increase of the inward W convection. An-

other set of simulations including Be and W was performed to study the sensitivity of

core radiation and ZEFF to the boundary concentration versus convective velocity of

impurity particles. Starting with the NBI phase, the Be and W sources were adjusted

through their boundary values to match the experimentally measured impurity concen-

tration and radiative losses (nW = 8.0 × 1014m−3; nBe = 3.0 × 1017m−3) for Be and W

impurity densities assuming zero impurity convective velocity (Fig. 8.6, blue curves).

Taking these results as a reference the impurity distribution during the ICRH phase

has been first simulated by assuming a radially constant inward impurity convective

velocity of 0.5 m/s. This results in an increase of WRAD and ZEFF , mostly at the

magnetic axis, where impurities start to accumulate (Fig. 8.6, green curves). Such

WRAD profile appeared to be inconsistent with the bolometric measurements showing

a rather flat profile (see Fig.8.5) of radiative power during the ICRH phase. In addi-

tion, taking into account a small volume contribution from the plasma centre, the total

radiative losses change only within a few percent compared to the factor of 2.5 mea-

sured in experiment. At the next step, the reference case has been repeated with zero

convective velocity and increased (roughly by factor 3) impurity boundary densities

(nW = 2.35 × 1015m−3; nBe = 9.1 × 1017m−3). In this case a much better agreement

with measurements for WRAD profile and ZEFF is obtained. These simulations indicate

that an increased impurity density is a possible reason for the W accumulation during

the ICRH phase of #81856, although the effect of a radially shaped convective velocity

(not tested here) can not be excluded.

8.2 Influence of the auxiliary heating power level

The time confinement depend on auxiliary power level τE ∼ P−0.69
core (see Eq. 1.9).

In the COREDIV transport model, transport coefficients depend on τE. The influence

of auxiliary heating is important not only for steady state, but more important for
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the ramp-down phase, because one of the major problems in present tokamaks is the

presence of disruptions. In this section, results of analysis of the influence of heating

power level for both: the ramp-down phase and steady state are presented by means

of COREDIV simulation.

8.2.1 Influence of auxiliary power on the impurity in ramp-

down phase

Disruptions occur in tokamaks due to loss of stability and/or confinement of toka-

mak plasmas [2]. Because of the fast time scale on which the plasma thermal and

electromagnetic energy are released, strong electromagnetic forces and large thermal

loads on the surrounding components can be induced. Understanding of disruptions

plays an important role for design of the future fusion devices as they cause large

thermal and mechanical loads on a vacuum vessel. The magnitude and scope of these

challenges arise from a combination of physics, structural and thermal engineering

considerations and from inherent limits on the thermal energy handling capabilities of

materials available for plasma-facing component surfaces.

JET with carbon (C) wall and divertor has operated previously with a low frequency

of disruptions [153] (i.e. disruption rate) of 3.4%. The analysis of pure Ohmic and L-

mode current-ramp-down phase of three JET hybrid pulses is shown in Ref. [154]. JET

disruption rate has dramatically increased for JET with the ITER-like wall (equipped

with W divertor, and Be wall) [155].

JET discharges with the new ITER-like wall has changed the radiation distribution

towards higher plasma core radiation. Switching off the power at termination, as was

done with the JET-C, often resulted in a radiative collapse and a disruption.

The percentage of disruptions in JET discharges with the new ILW configuration

at high current can exceed 30%. Disruptions in a tokamak can cause dramatic damage

to the device. The tolerable heat loads with the ILW are more restricted because of the

potential for melting of the tungsten coated tiles at the target or the berylium PFCs

in the main chamber. For ITER an engineering limit for the number of disruptions

that can be tolerated has been set to a fraction of 10% of the plasmas operated at high

current.

Disruptions represent a complex, multi-faced issue. The understanding of the

physics of the causes of disruptions remains an important subject of investigations

in order to reduce disruptivity, particularly for the ITER-relevant high density and

high current operation. The current ramp-down (RD) of a burning plasma is a chal-

lenging part of plasma operation in any fusion reactor and ramp-down simulations and

modelling studies have acquired particular importance in a number of papers which

have been published recently [156], [157].

The increase in ELM frequency is beneficial and can play an important role in

preventing the contamination of the plasma by W in metallic wall devices [158, 159].

Strategies have been developed in present experiments to avoid W accumulation in

stationary phases of H-mode discharges by ELM triggering to control the edge W

density and by central RF heating to prevent core accumulation. On the other hand,
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Figure 8.7: Experimental time slices for

shot # 92437.
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Figure 8.8: Experimental time slices for

shot # 92442.

the control of W transport can be more challenging during the confinement transient

phases between L-mode and H-mode and in particular in the transition from stationary

H-mode to L-mode. During this phase the pedestal plasma density and temperature

decrease as the input power is decreased. This can lead to reduced ELM frequencies and

extended intermittent ELM-free phases causing uncontrolled increase of the edge W

density and peaking of the core density profile, which is favorable for W accumulation.

The required ELM frequency to avoid W accumulation can be achieved at JET through

adjustment of the gas fuelling level or/and by active ELM control with pellets or kicks

(fast vertical plasma motion at an adjustable frequency) [160, 160].

The influence of auxiliary power have been analysed for the ramp-down phase of

a set of representative high current JET ILW discharges. The experimental data for

two discharges: # 92437(disrupted) and # 92442 (soft landing) characterized with

high plasma current Ip = 3.5MA and high toroidal magnetic field BT = 3T have been

analysed. The time slices of evolution of the main parameters: auxiliary power, gas

puffing, total and core radiation, effective charge (ZEFF ) and line average electron

density are shown in Fig.8.7 for shot # 92347 and Fig.8.8 for shot # 92442.

In the experimental study of the W concentration in the JET ILW configuration,

it was assumed that the main radiator in soft X-ray is W, while the radiation from

other metallic impurities is negligible. In Fig.8.9, we present time evolution of W

concentration for both shots. As a first observation (see Fig.8.9), the W concentration

is similar for both shots at time t = 13.9s for three positions at the normalised radius

(r/a): 0.0 (centre), 0.3 and 0.45 before the start of ramp-down. After reduction of the

D puff (see Fig.8.8), the W concentration starts to increase. It can be seen that W

concentration is higher at the time t <14.5s for the shot with lower D puff (#92437). In

90



8.2. INFLUENCE OF THE AUXILIARY HEATING POWER LEVEL

13,0 13,5 14,0 14,5 15,0
0,0

0,5

1,0

1,5

2,0
r/a=0.0

 #92437
 #92442

r/a=0.3
 #92437
 #92442

r/a=0.45
 #92437
 #92442

c W
 [1

0-4
]

time [s]
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Figure 8.10: Time evolution on the Ni
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and # 92442 (full symbol) for position at

the normalized radius (r/a = 0.5÷ 0.6).

Fig.8.10, we show the Ni concentration (CNi) for both shots obtained at the normalised

radius 0.5-0.6. It can be seen that Ni behaves similarly to W. In the case of the

disruptive shot (# 92437), we observe an increase of the Ni concentration from 13.9s

to 14.25s which is connected to the decrease of the electron density and for t >14.25s

Ni starts to accumulate.

The comparison of the time evolution of the Dα and tungsten WI emission in

divertor for both shots is presented in Fig. 8.11 and Fig. 8.12, respectively. Small

difference in ELM frequency in both shots of about 20% (see Fig.8.11) for steady state

are observed, which could have influence on the higher W and Ni concentration for

# 92437 (see Fig.8.9 and Fig.8.10). At the time when the ramp-down phase starts
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Figure 8.11: Comparison of two dis-

charges.
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Figure 8.12: Tungsten emission in inner

divertor.

(t >13.9s), as the input power (NBI) is decreased, for t > 14.2s an extended ELM-free

phases starts. For the shot with lower D puff, increase of the core radiation is observed

during the H-mode termination phase, leading to a faster transition to L-mode (marked

as H-L transitions Fig. 8.11) for that shot.

It should be noted first, that the maximum of the W and Ni cooling rate is at about
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1.4-2keV for coronal distribution (see Fig.8.13) and second, for the electron temperature

lower than 200eV, the Ni cooling rate is higher in comparison to W cooling rate and it

has a maximum at about 20eV (SOL region for JET ILW). The W radiation for JET

ILW in the SOL region is negligible usually (< 0.14MW ).
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Figure 8.13: COREDIV cooling rates for nickel(Ni) and tungsten(W) in corona equilibrium.

The detailed analysis with COREDIV code have been performed for four different

times at the ramp-down phase: t = 13.9s; 14.25s, 14.5s; and 14.75s, corresponding to

different levels of the electron density and auxiliary heating power. For both pulses

between time 13.85s and 14.05s, the NBI heating decreases from 26MW to 4MW (see

Fig.8.7 and Fig.8.8), but electron density does not change significantly. For this reason,

at the beginning we present the analysis of the influence of the decrease of the auxiliary

heating on the tungsten production and Ni and W concentration in the core plasma.

The comparison between experimental (at t =13.9s) and simulated electron density

and temperature profiles for different auxiliary heating (all other inputs parameter

unchanged) is presented in Fig. 8.14. With the decrease of the auxiliary heating

we observe stronger changes in the central electron temperature in comparison to the

pedestal region, where the influence is small.
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Figure 8.14: The electron density (top), temperature (bottom ) profile from HRTS diagnostic

at time t = 13.9s for # 92437 with different auxiliary heating.

In the table 8.1, the main plasma simulated parameters are presented: power

to the scrape-of-layer (SOL) (P SOL), electron temperature at the plate strike point

(T PLATE
e ), the total (RTOTAL) and SOL (RSOL) radiations, core line radiation by Ni

(RLINE
Ni ) and by W (RLINE

W ), W (CW ) and Ni (CNi) concentration in the core and W

sputtering by W (ΓW
sput) (self-sputtering), by Be (ΓBe

sput) and by Ni (ΓNi
sput). The Be core

92



8.2. INFLUENCE OF THE AUXILIARY HEATING POWER LEVEL

Table 8.1: Main plasma parameters with different auxiliary heating.

Parameters Paux=28MW Paux=18MW Paux=16MW Paux=12MW

PSOL [MW] 19.7 14.3 12.9 10

T PLATE
e [eV] 8.3 6.7 5.1 3.9

RTOTAL [MW] 13.1 8.96 8.2 7.6

RSOL [MW] 4.5 4.6 4.6 4.5

RLINE
Ni [MW] 1.9 2.3 2.35 2.46

RLINE
W [MW] 6.0 1.1 0.6 0.2

CW [×10−5] 2.67 0.5 0.2 0.06

CNi [×10−4] 1.03 1.17 1.22 1.23

ΓW
sput[×10191/s] 1.32 0.1 0.025 0.025

ΓBe
sput[×10191/s] 1.9 0.7 0.4 0.028

ΓNi
sput[×1019[1/s] 1.2 0.5 0.36 0.1
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Figure 8.15: Profile of the core radiation at

t =13.9s.

Figure 8.16: Tomographic reconstruction

of the radiated power density for shot #

92347 at time t = 13.9s.

concentration in the simulation is about 0.7%. We observe, that with decrease of the

heating power, the temperature in the core and also power to the SOL decrease, and

since the radiation in the SOL does not change, the power and temperature at the plate

decrease. In this situation, the decrease of the W production is observed. We note,

that for temperature at the plate, T PLATE
e <5eV the main source of W is sputtering

due to Ni ions mainly. With the heating power decrease and related decrease of the

temperature on the plate, opposite behaviour of W and Ni is observed: W concentration

decreases from 2.67×10−5 to 0.06×10−5, which is explained by lower production from

the plate (see ΓW
sput, ΓBe

sput, ΓNi
sput in Table 1), but core Ni concentration increases by 20%

and the core Ni radiation increases by 30%. This is correlated with Ni cooling rate

(see Fig. 8.13). For the Paux = 12MW, Ni is the dominant radiator in core and SOL

region. Good correlation between experiment and simulation at t = 13.9s is observed

for the impurity concentration (CW = 0.5 × 10−5 and CNi = 1.1 × 10−4).
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8.2. INFLUENCE OF THE AUXILIARY HEATING POWER LEVEL

The radial profiles of the total, bremsstrahlung, W and Ni radiations in the core

for this time (t = 13.9s) from simulations are presented in Fig. 8.15. Nickel (green

line) show two maxima of the radiation: one near the separatrix and the second for

r/a ∼0.75. We remark, that maximum of the radiation by Ni and W is at the same

normalized radius (Te ∼ 1.4 ÷ 2keV ). The radiation around X-point is emitted by Ne

and Ni, which correlates well with the tomographic reconstruction (see Fig. 8.16).
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Figure 8.17: Profile of the core radiation at

t =14.26s.

Figure 8.18: Tomographic reconstruction

of the radiated power density for shot

#92347 at time t = 14.25s.

Regarding the simulation of the second time slice (t =14.25s) with lower auxiliary

power (12MW), the reconstructed radiation profile is shown in Fig. 8.17 and the

tomographic reconstruction in Fig.8.18.

The decrease of the heating power, affects the temperature in the core resulting in

the inward shift of the maximum of the radiation from r/a = 0.75 to r/a =0.5. The

radiation is also more uniform in the core.

8.2.2 Influence of auxiliary power level on the impurity seed-

ing in H-mode discharges

In order to characterize and understand the operational space of JET plasmas with

the ITER-like wall, series of numerical scans has been performed for nitrogen seeded H-

mode discharges. Extended series of simulations have been done to show the influence

of input power level on JET plasma parameters for different levels of nitrogen seeding

and comparison to experimental data has been done. Simulations have been performed

with the basic input parameters as for the JET shot #83175 (B = 2.7 T, plasma current

I = 2.47MA, H98 = 0.75). The code has been run assuming the same ratio between the

edge and average density nsep
e / < ne >= 0.57 and the transport in the SOL was fixed

with radial diffusion DSOL
perp = 0.25 m2/s. It comes out from the COREDIV simulations,

that for every power level, there is always a maximum impurity seeding level above

which no steady state solution exists.

Different plasma parameters versus nitrogen influx for different heating power levels

Paux = 13 ÷ 30 MW are shown Fig. 8.19. It can be seen that the radiation fraction
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Figure 8.19: Plasma parameters versus nitrogen puff level for plasma density < ne >=

7 × 1019m−3 and auxiliary heating powers Paux = 13 ÷ 30MW : a) radiation fraction, b)

core radiation, c) SOL radiation and d) ratio between SOL and core radiations

(fRAD) (8.19a) weakly depends on the input power and even seeding levels, at least for

ΓN > 1021part/s.

The core radiation (RCORE) (Figs. 8.19b), being in principle tungsten radiation is

almost independent of the seeding level, after initial increase for ΓN < 1021 part/s.

However, it depends strongly on heating power, because with increase of the heating

the temperature on the plate increases also (see Fig.8.20), which mostly determines

the W production rate (sputtering strongly depends on temperature). Regarding the

ratio between SOL and core radiations (Figs. 8.19d), it is large only for low power

discharges and weakly depends on the seeding level. ZEFF is almost linear function

of the seeding level and independent of power levels, whereas the power to the plate
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Figure 8.20: Temperature on the plate versus nitrogen puff level for plasma density < ne >=

7× 1019m−3 and auxiliary heating powers Paux = 13÷ 30MW .
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(P PLATE), as expected, reduces with the increased seeding (not shown here). The

maximum radiation fraction found in the simulations is up to 80%.

It should be noted that also other calculations have been performed for different

impurity - neon puff for three values of the auxiliary heating power: that is Paux=15.2,

27, and 40MW and the results are presented in Fig.8.21 [161]. First, it can be seen that

the radiation fraction (Fig.8.21a) saturates with seeding (∼ 80%) and weakly depends

on the heating power level, similarly to the case with nitrogen. It is interesting to

note that, at the constant heating power level, the core radiation (RCORE), power to

the plate (P PLATE), power to SOL, and even the SOL radiation (P SOL) saturate with

seeding. Seeding, however, leads to strong plasma dilution (ZEFF ≫ 3), at least for

the considered relatively low density scenario (ne = 6.2 × 1019m−3). The degradation

of the transport (Fig.8.21) is larger for higher heating powers, but it saturates with

seeding after an initial strong change. Strong heating leads also to significant tungsten

production and, consequently, high plasma contamination by W ions (cW ∼ 3× 10−4).
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Figure 8.21: Plasma parameters versus neon concentration for H98 =1.2: (a) radiation

fraction (fRAD ), (b) power to the target plates, (c) core radiation, (d) SOL radiation,

(e)ZEFF , (f)transport multiplication factor.

8.2.3 Influence of auxiliary power level for DT plasma

The influence of the heating power level might be of extreme importance for the

JET DT experiments. The temperature profile strongly depends on the heating, and

since the cross section for the D-T reaction depends only on the ion temperature,

the heating power affects strongly the alpha power level(Pα). The specific analyses

has been prepared for hybrid shot #92398. The comparison of the experimental and

simulated profiles is shown in Fig.8.22 (DD plasma).

It can bee seen that the main plasma parameters for this shot with the original

power of Paux=30.5MW have been reproduced by the simulations. Next, extrapolation

has been done for DT discharges assuming the same heating power and for increaded
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Figure 8.22: Experimental and simulated electron density (left) and electron temperature

profiles (central) nad electron and ion temperature (right)for #92398 at time t ∼ 7.5s.

auxiliary heating Paux = 39 MW. The main plasma parameters: alpha power, power

to the plate, P PLATE, total (RTOTAL) and core (RCORE) radiation, ZEFF , W and Be

concentrations, W flux sputtered by by D(T), He, Be, Ni and W(self-sputtering) and

temperature at the plate are shown in the Table 8.2 for two different powers and plasma

scenarios (DD and DT). Some experimental parameters are also shown for comparison.

It should be noted, that increase of the auxiliary heating by 20% leads to the

increase of the alpha power (considering only thermal contribution) from 0.96MW to

1.2MW. For the case with highest heating power the power to plate is well above 20MW

and impurity seeding might be obligatory to control the heat load to the plate.

Table 8.2: Main plasma parameters.

Parameters EXP DD SIM DD SIM DT SIM DT (39MW)

Pα[MW ] [MW] 0.96 1.2

P PLATE[MW ] [MW] 21 18.64 18.66 25.27

RTOTAL[MW ] [eV] 9.4 11.86 11.84 13.73

RCORE [MW] 8.72 8.7 8.6 10.2

ZEFF [MW] 1.77 1.7 1.72 1.8

CW [%] 1.4×10−2 1.55×10−2 1.56×10−2 2.03×10−2

CBe [%] 1 1 1

Γ
D(T )
sput [×10191/s] 0 0.038 0.67

ΓHe
sput[×10191/s] 0 0.01 0.021

ΓBe
sput[×10191/s] 2.56 2.6 3.14

ΓW
sput[×10191/s] 4.41 4.47 6.69

ΓNi
sput[×10191/s] 2.5 2.5 2.8

T PLATE
e [eV] 26.3 26.2 29

It is found that for this JET DT case, helium has small influence on the W produc-

tion. Indeed, the fusion performance of the considered hybrid scenario shot is weak in

terms of the achieved fusion power and related helium particle production.
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8.3 Summary

For JET ILW configuration, integrated modeling is very important and should in-

clude not only core and SOL region, but also self-consistent simulations of the W source.

For that reason analysis of the impurity transport are performed with COREDIV code,

which is suitable tool for such studies.

It has been found that the tungsten radiation plays always very important role and

can not be mitigated even by strong influx of nitrogen (or Ne). Simulations show that

the observed ZEFF level is defined mostly by the low Z impurity content, Be and N2

in the considered shots. Numerical studies for seeded plasmas indicate the existence of

the limited range of accessible gas puff levels (for a given heating power level) which

might impose restrictions on the JET operational domain.

In addition, the sensitivity study shows, that a possible reason for the W accumu-

lation during the ICRH phase is an increased concentration of W at the edge.

It should be noted also that simulations leads to the observation that for the same

average electron density, the decrease of the auxiliary power, leads to the reduction

of the W production. The consequence is the shift of the maximum of the radiation

towards the plasma centre.
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Chapter 9

Influence of the electron separatrix

density on the impurity

In the experiment, the leading parameter determining electron separatrix density

nsep
e was found to be the neutral divertor pressure, which can be considered as an engi-

neering parameter since it is determined mainly by the gas puff rate and the pumping

speed. In ASDEX Upgrate [162] and JET [163], measurements of the upstream separa-

trix density for H- modes reveal a strong correlation with the divertor neutral pressure.

It has also been postulated that nsep
e may play a role in the loss of confinement in H-

modes. A low separatrix density is beneficial for the plasma energy confinement, while

a high density enables and supports the achievement of divertor detachment [164]. An

important tokamak operational limit, the H-mode density limit, is also connected to

an upper limit of the separatrix density [165], [166].

The normalized separatrix density versus the Greenwald density, for discharges

(except pellet injected) fueled by gas puffing for different tokamaks is analysed in Ref.

[165] and presented Fig. 9.1. The highest values for nsep
e /nGW are only achieved at

Figure 9.1: The normalized separatrix density, nsep
e /nGW , versus the normalized line average

density, nav
e /nGW .

high Greenwald density fractions and hence the H-mode density limit is only observed
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9.1. INFLUENCE OF THE ELECTRON SEPARATRIX DENSITY ON THE
RAMP-DOWN PHASE

at nav
e /nGW ≈ 0.8 ÷ 0.9. In general the variation of the ratio between the separatrix

and line averaged density reflects the large operational condition the data base repre-

sents. For example data from JET operation with carbon plasma-facing components

are observed to reach high line averaged density and simultaneous low edge density. In

L-mode a nsep
e /nGW ratio of approximately one-third is generally assumed as reported

elsewhere. In H-mode the situation is further complicated by the formation of the

pedestal and the presence of ELMs. In the ELMs, density at the separatrix changes.

Direct measurements of the (upstream) separatrix density are not easily available.

The major experimental problem stems from the correct assignment of the separatrix

position from equilibrium reconstruction, which suffers uncertainties comparable to the

radial density decay length. In JET ILW the edge Thomson scattering diagnostic and

the Li-beam diagnostic are used for measurement of the density profile near separatrix.

The electron density at the separatrix (nsep
e ) appears to be important parameter

in integrated modeling. Therefore in COREDIV modelling, separatrix density is con-

sidered usually as input parameter to match, when available, with the experimental

data. Due to the self-consistency of COREDIV, even a small change in nsep
e may lead

to changes in the density profile in the core as well as in the SOL, resulting also in

changes in the electron density at the divertor plate, and consequently, in temperature

atthe plate. This may finally lead to modification of W sputtering and concentration

and of the level of radiation losses in the plasma core.

The main questions of this chapter are:

• how much the density at the separatrix influences the core plasma contamination?

• what is the effect of the separatrix density on the W production?

9.1 Influence of the electron separatrix density on

the ramp-down phase

The influence of the plasma density at the separatrix on the impurity production

and transport during the plasma termination phase for two discharges: # 92437(dis-

rupted) and # 92442 (soft landing) have been studied with COREDIV code. The

experimental analysis for this shots has been presented in Chapter 8. Since the deu-

terium gas fluxes are different, we are assuming that the gas injection controls the

separatrix density. In the simulations , four impurities: Be, W self-consistently related

by sputtering from divertor targets, puff of Ne (very small level) in divertor region and

puff of Ni are considered. The first source of the nickel particles seen in JET may

originate from remote cutting of some Inconel (58%Ni, 21%Cr, 9%Mo) brackets which

carried out during the ILW installation. The second source is by ICRF antenna, which

is in mid-plane. Although ICRH is the main tool used to prevent W accumulation in

the centre of JET plasmas, application of ICRH usually leads to an overall increase of

the plasma impurity content, and in particular in JET ILW, tungsten (W) and nickel

(Ni). The source of Ni is the tokamak chamber, and for this reason, in the simulations

Ni impurity is represented as a uniform gas puff from the JET wall. We use in the
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simulations the same transport model, in which transport coefficients depend only on

confinement time (from scaling law).

The influence of the separatrix density on the plasma electron density and tem-

perature, which might be connected with different deuterium puff in the experiment,

is simulated and shown in Fig. 9.2 for the time t =14.48s. With the decrease of the
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Figure 9.2: Experimental (HRTS) and reconstructed Te and ne profiles at t = 14.48s with

difference density on the separatrix (nsep
e ).

electron separatrix density, keeping the same volume average density, we observe the

increase of the density in the centre (comparison between red and blue lines) and the

related decrease of the central temperature. The main plasma parameters versus differ-

ent separatrix density are presented in Table 9.1. With the decrease of the separatrix

density (lower fuelling), increase of the temperature on the plate is observed. As a re-

sults, the W production and core W concentration is increasing, which is in agreement

with SXR measurements (see Fig.8.9). We remark, that decrease of the separatrix

density by 25% resulted in a 5 times increase of the W radiation and W concentration

in the core. The change of the separatrix density in this case has no influence on the

Ni concentration. The influence of the changes of the separatrix density on the profiles

Table 9.1: Main plasma parameters with different separatrix densities.

nsep
e [×1019m−3] 2.2(0.31ne) 1.9 1.7 1.5(0.23ne)

T PLATE
e [eV] 5.32 6.8 7.7 10.6

RTOTAL [MW] 4.43 3.9 3.8 4.0

RSOL [MW] 2.27 1.9 41.7 1.45

CW [×10−5] 0.8 1.2 2.2 4.5

RLINE
W [MW] 0.13 0.18 0.31 0.7

CNi [×10−4] 1. 0.98 1 1.05

RLINE
Ni [MW] 1.51 1.44 1.45 1.49

of the radiated power (simulated and experimental) at t =14.48s is shown in Fig. 9.3.
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The maximum of the W and Ni radiation is seen to move towards the centre. The

dominant radiation in the core region is by nickel.
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Figure 9.3: Tomographic reconstruction of the radiated power density for shot #92347 at

time t = 14.25s.

The main conclusion from this simulations is the observation that for the same

average electron density, the decrease of the separatrix density leads to an increase of

the plasma temperature at the divertor plate leading to increased W production and

consequently to larger W concentration and radiation in the core.
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Figure 9.4: Hybrid regime: plasma parameters versus nitrogen gas puf for three different

electron density on the separatrix electron density is nsep
e = 3.0 × 1019m−3 (black line),

nsep
e = 3.5 × 1019m−3(red line) nsep

e = 3.75 × 1019m−3 (green line): total (circle simbols),

core (square simbol) and SOL (triangle) radiation (a), electron temperature at the plate (b),

radiation SOL/CORE (c), W and Be concentration (d), radial fraction (e), power to plate

(f).
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9.2. INFLUENCE OF THE ELECTRON SEPARATRIX DENSITY ON THE
IMPURITY IN STEADY STATE PLASMAS

9.2 Influence of the electron separatrix density on

the impurity in steady state plasmas

Influence of the separatrix density on the nitrogen seeded hybrid discharge (shot #

83570) is shown in Ref.[143]. In the Fig.9.4, results of numerical scan with different

levels of nitrogen gas puff for hybrid scenario with input parameters fixed for the

shot # 83570 and with three different density values at the separatrix are presented.

The initial increase of the N2 influx (ΓN < 1 × 1022el/s) leads to strong increase of

the tungsten concentration and consequently core radiation as a result of increased

tungsten production. However, for higher fluxes (ΓN > 1 × 1022el/s) the changes to

the core parameters are rather weak. This is the result of a self-regulating mechanism

being a specific feature of tungsten (metallic) targets. This mechanism regulates the

tungsten production due to sputtering processes at the target plates by radiative cooling

of tungsten ions in plasma centre. Since the radiation efficiency of tungsten is very high

and simultaneously the dependence of the sputtering yield on the temperature (incident

ion energy) is very steep, the equilibrium between production and radiation appears at

temperature values very close to the sputtering threshold. The SOL radiation increases

linearly with gas puffing reducing effectively the power to the targets. For the highest

seeding levels, semi-detached conditions are achieved in divertor with (T PLATE
e <3eV).

It has been found that the tungsten radiation plays always very important role and

can not be mitigated even by strong influx of nitrogen in hybrid scenario.

9.3 Summary

The observed changes to the impurity behavior are related mostly to the improve-

ment of the screening efficiency of impurity ions with higher separatrix density. The

increase of nsep
e leads to the reduction of tungsten concentration and correspondingly

the radiation in core is also reduced. The SOL radiation increases but not strongly

enough to compensate for the reduction of RCORE and consequently total radiation is

reduced as well. For experimental point of view, it is important to note, that strong

deuterium puffing might be beneficial for seeded discharges, since it increases the edge

density and plasma collisionality.

The separatrix density being a code input parameter appears to be a very important

quantity controlling the SOL plasma properties. In the self-consistent simulations its

effect is however limited mostly to the changes in the screening efficiency of the SOL,

which leads to the better confinement of W ions in the edge and consequently to lower

radiation losses in the core.
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Chapter 10

Influence of the impurity radial

transport in SOL

It appears that collisional transport is not able to explain the perpendicular (radial)

transport coefficients derived from experimental measurements in the scrape-off layer.

The measured transport coefficients are about 10 times larger than those predicted by

collisional transport theory DSOL
perp ≈ χ ≈ 1 ÷ 10 m2/s [2, 41, 167]. The perpendicular

transport processes in the plasma edge reletated to turbulence convective or diffusive

transport caused by microinstabilites might be responsible for SOL transport [147]. In

the COREDIV code, similarly to other edge codes(SOLPS, EDGE2D, JINTRAC...)

radial transport in the SOL (DSOL
perp ) is an input parameter. Therefore the question of

the sensitivity of the modelling results to the assumed valus of the radial transport

coefficients is of the primary importance.

First investigations with COREDIV code of the influence of the radial transport

JET ILW discharges have been presented in my paper Ref.[143]. The main plasma

parameters: concentration of the impurities(W, Be and N), total, core and SOL radia-

tions, electron temperature at the plate and the effective charge versus radial diffusion

coefficient are presented in the Fig.10.1.
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It can be seen that larger diffusion leads to the better screening of W impurity by

SOL plasma leading to the reduction of the core W concentration and radiation, as

well as ZEFF . However, the effect is relatively small, 3 times higher DSOL
perp leads only to

25% reduction of the core radiation. This effect is similar to the effect of the increased

separatrix density (see Chapter 9).

In Fig.10.2, the influence of both, the edge density (nsep
e ) and radial transport in

the SOL (D⊥) on the plasma radiations is shown for the cese of nitrogen seeding. The

increase of nsep
e leads to the reduction of tungsten concentration and corresponding

core radiation (RCORE) is also reduced. The SOL radiation increases, but not strong

enough to compensate reduction of radiation in core and consequently total radiation

(RTOTAL) is reduced as well. Similarly, higher DSOL
perp improves the screening efficiency

of the SOL, which means that the impurities produced at the target do not penetrate

so efficiently core plasma and stay in the divertor/edge region and as consequence, we

observe reduction of the core radiation being the effect of the reduced W concentration,

which leads to the reduction of RTOTAL. It is important to note, that much more

energy can be radiated in the SOL with the increased transport or increased edge

density, which indicates that strong deuterium puffing might be beneficial for seeded

discharges, since it increases the edge density and plasma collisionality.
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Experiments in JET ILW configuration indicate that W density in the core plasma

is reduced for fELM ′s frequency above 40 Hz [168] and is correlated with the impurity

flushing out mechanisms by ELMs [53]. This effect of the ELM’s is taken into account

in the COREDIV simulations by imposing strong increase in the diffusion coefficient.

In JET ILW plasmas, the Ne injection not only leads to enhanced radiation in

the SOL and around the X-point, but also to increased tungsten release, with related

enhanced core radiation and possible reduced ELM frequency. Results of COREDIV
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simulations on that issue are presented in Ref.[169] where focus is given to the relation

between the level of Ne seeding rate and the change in the impurity transport. The

series of Ne seeded low-delta ELMy H-mode pulses with heating power up to 29.5 MW

and with two different levels of seeding rate, as well of gas fueling is considered in that

study. It is observed experimentally, that the ELM activity decreases significantly,

while the plasma energy remains unchanged. In these pulses the volume average den-

sity, ⟨ne⟩, is in the range 6 ÷ 7 × 1019m−3 , Paux from 22 to 29.5 MW (NBI + ICRH),

the two steps in Ne seeding rate are 5 and 12 × 1021e/s and the two steps in D2 gas

fuelling rate are 1.9 and 3.7 × 10221/s. The radiated power fraction changes from 0.47

to 0.61 and the ratio of radiated power in the SOL to the total one (RSOL/RTOTAL)is

between 0.35 and 0.43. Although the simulations refer to the inter-ELM phase of the

discharges, since production as well as flushing out of W due to ELMs is not accounted

for in the present model, the numerical results might be compared with experimental

data averaged over several ELM periods.
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Figure 10.3: Experimental time traces of the four pulses examined. The seven time slices of

the simulated shot pointsare shown.

Fig.10.3 shows some time-dependent traces of the four pulses. In # 87190 (first

from left) axiallity heating is 22MW, ΓNe = 0.5×1022 e/s and for t = 14.5 s with ΓD =

4.0 × 1022 e/s ELM activity is stationary with fELM=40 Hz, ZEFF=1.9 and radiation

fraction is 0.47. Starting from t =14.5s the gas fueling decreases to ΓD = 1.8× 1022e/s

and the ELM behavior is non-stationary, alternating periods of ELM activity with

fELM =40 Hz with ELMy-free periods. Correlated also with a slight decrease in ⟨ne⟩
, ZEFF goes up to 2.4 and fRAD = 0.52. In # 87191 (second from left) the two gas

fuelling steps are interchanged in time, but their values are quite similar to those in

the previous pulse, while remains ΓNe = 0.5× 1022 e/s. With power heat 26MW, ELM

activity is stable at both ΓD , fELM = 60 ÷ 70 Hz, with ZEFF around 2 and fRAD =

0.54 and 0.47, respectively. In #87192 (third), ΓNe = 1.3× 1022 e/s while all the other

inputs are keept as in the previous pulse. ELM activity is non-stable with fELM = 5÷9

Hz, ZEFF in the range 3.4 − 3.0 and fRAD around 0.55. Adding 1MW of ICRH, as in

shot # 87194 (fourth) up to t =14.5s, does not im-prove the situation with respect to

ZEFF and fELM . At t =14.5 s, 2 more megawatts NBI are added resulting in Paux=

106



29.5MW. Even though no significant improvement is observed with respect to ZEFF ,

a tendency towards a more regular ELM behavior might be seen, with fELM which

becomes 15Hz.
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Figure 10.4: Comparison experiment-simulation for the seven ”shot points” here considered.

In Fig. 10.4 the seven shot-pointshave been ordered according to Paux and the four

points referring to Paux = 26 MW have been slithly displaced in Paux to avoid super-

position. The points referring to ΓNe = 1.2 × 1022 e/s have been drawn with larger

symbols. Fig. 10.4a,b,c show that RTOTAL , RSOL/RTOTAL and ZEFF , which are the

basis of our comparison experiment-simulation, have been numerically reconstructed

with good accuracy. Fig. 10.4d shows that the experimental fRAD (as well as the sim-

ulated one) does not increase significantly by increasing ΓNe, which, however, leads to

a clear increase in ZEFF . Note, that this conclusion is in agreement with other simula-

tion for Ne seeding in JET ILW. Figs. 10.4f and g show that the experimental volume

averaged W concentration (from SXR) and the central plasma Ne10+ ion concentration

(from CXRS) match with the simulated ones, considering the error bar (order 20%)

of the measurements. The electron temperature at the outer stike point, measured by

LP (with significant error bar), is in the range 6 ÷ 9eV, while the simulated one is in

the range 4 ÷ 6.5eV. Considering that the experimental Te at the inner strike point is

about 2-3 eV lower than at the outer one, the discrepancy experiment-simulation is

consistent with the COREDIV SOL model, in which in-out symmetry is assumed (only

one target plate). Fig. 10.4h shows that high ΓNe level is an effective tool to reduce

the power to the plate also at high Paux .
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10.1. SUMMARY

Together with Paux, ⟨ne⟩ and ΓNe two other input parameters have been changed

shot-pointto shot-pointin order to match simulations with experiments: the perpen-

dicular SOL diffusivity DSOL
perp and the anomalous impurity pinch Vpinch. Differently

from modelling of unseeded pulses with DSOL
perp = 0.25 m2/s, it has been set DSOL

perp =0.45

m2/s for the points at ΓNe = 0.5 × 1022e/s and DSOL
perp =0.7 m2/s for the points at

ΓNe = 1.2 × 1022e/s. This dependence of DSOL
perp on the level of ΓNe is made to match

the simulated with the experimental RSOL. To match both the simulated RCORE (i.e.

RTOTAL - RCORE) and ZEFF with the experimental data, Vpinch had to be changed

from -0.3 to -0.8 m/s. It might be observed (see Fig. 10.4f) that, in contrast to neon

concentration CNe , CW is relatively insensitive to the application of a high Vpinch for

the pulses at higher ΓNe. This depends basically on the fact that, being W highly

collisional in the SOL (more than neon), a further decrease in the SOL temperature

leads to a change in the balance between frictional and thermal forces in the divertor,

resulting in a screening effect more pronounced for W than for Ne. In other words:

increasing ΓNe, the W flux to the separatrix is reduced more than that of Ne while W

and Ne suffer the same inward pinch in the confined plasma.

10.1 Summary

Using the actual steady-state version of COREDIV it is not possible to simulate

the effect on W release caused by single ELMs. However, for T PLATE
e above 3 ÷ 4

eV the W sputtering yield by Ne together with that by Be and by W self-sputtering

provide a simulated W flux, which is comparable to that experimentally observed for

the most common JET ELMy H-mode situations, once the data are averaged over

times τA ≫ 1/fELM .

Indeed, in JET ELMy-H mode the experimental ΓW is found to be in the range

3 ÷ 9 × 1019 1/s [168], as in COREDIV simulations. In particular, for this series of

pulses the intensity of the WI emission line at 401 nm, measured at the outer divertor,

shows a slight increase (up to about 30%) with increasing Paux, but it remains nearly

stationary with increasing ΓNe, at constant Paux, in agreement with the calculated

COREDIV total W fluxes, which increase from about 7 to 9.5×1019 1/s.

In spite of the inner-outer symmetry assumption and of the analytical description

of the neutrals which both might hamper the validity of the SOL model especially for

situations close to detachment, the global properties of the SOL, as the radiated power

and by consequence the average electron temperature at the plate, are sufficiently well

numerically reproduced, due also to the adjustment of the particle diffusion coefficient

in the SOL, DSOL
perp . The change in DSOL

perp is a technical tool to fitting the numerical

power to SOL with the experimental one and it reflects the increase in collisionality

with decreasing the divertor temperature [147].

Experiments and COREDIV modelling indicate that Ne seeding is an efficient

method to maintain the power load to the target plates at an acceptable level also

at high P heat (order 30 MW) in JET-ILW pulses. However, the level of ΓNe should

be modulated according to the level of ΓD and of Paux to maintain ZEFF at acceptable
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10.1. SUMMARY

values. Indeed, when for given ΓD and Paux the neon seeding rate exceeds a certain

threshold, COREDIV simulations indicate that an inward impurity pinch is triggered,

experimentally related to the reduction in the ELM activity.

The simplifying assumptions made in the SOL and in the core of COREDIV in

order to model self-consistently the complex interaction core-edge plasma certainly

attenuate the validity of the quantitative numerical results. However, the modeling of

the considered pulses indicates a clear trend and suggests, for given auxiliary heating

and deuterium puff, a limit in the level of Ne seeding.

109



Chapter 11

Modelling of JET DT experiments

in ILW configurations

Significant controlled fusion power was first produced during the Preliminary Tri-

tium Experiment (PTE) in JET in 1991, when a hot ion H mode plasma containing

11% tritium in deuterium produced 2 MJ of fusion energy and a fusion power gain

Q = 0.12 [170]. In 1997, a series of high-power discharges (Paux ≈ 21 ÷ 26 MW) us-

ing DT (deuterium, tritium) mixtures in edge-localized mode(ELM)-free H mode were

performed in the JET DTE1 experimental campaign with carbon walls and a divertor.

A fusion power of 16.1 MW was achieved at 4.0 MA/3.6 T corresponding to the record

fusion yield of Q =0.64 [171]. Since 2016, the JET scientific programme is engaged in a

multi-campaign effort including experiments in D, H and T [172], leading in 2020 and

the experiments with DT mixtures [173]. The highest performance DTE1 plasmas were

dynamic in terms of energy confinement, whereas plasma scenarios are being developed

for DTE2 with the aim of maintaining high fusion performance in steady conditions

with respect to the energy confinement and fast ion-slowing-down times. The energy

confinement of JET plasmas has also been affected by the change in first wall materials

[174] and the constraints for divertor compatibility with metal plasma-facing compo-

nents are more challenging. Consequently, the benefits of direct extrapolation from

the highest performance DTE1 experiments to the conditions expected in DTE2 are

limited. Therefore, the high-performance plasma scenarios that are foreseen for DTE2

operation are based either on a conventional ELMy H-mode at high plasma current and

magnetic field or on the so-called improved H-mode or hybrid regime of operation with

higher normalized energy confinement. The preliminary COREDIV extrapolation of

the reference ELMy H-mode shot #87412 to high-power (Paux=41 MW) DT operation

shows good core plasma performance with a fusion power of ∼ 6.5 MW [141] and is

presented in Chapter 6. Although for hybrid plasmas it might be possible to sustain 40

MW of heating power for ∼ 5 ÷ 6s within the ILW divertor temperature limits [175],

it would be advantageous to be able to use impurity seeding (e.g., Ne) to increase

the margin with respect to the engineering limits. COREDIV preliminary simulations

[141] showed that neon seeding leads to rather beneficial effect on the plasma perfor-

mance, allowing for a relatively wide operational window in terms of the amount of the

allowed neon influx. That prediction, however, should be confronted with the fact that
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impurity seeding dilutes fuel and, in most instances, reduces the fusion performance of

JET plasmas in the plasma domain relevant for high-performance in DTE2 [176].

In order to further investigate the possible range of operating scenarios, COREDIV

modelling was used to investigate the effects of impurity seeding (Ne, N) in extrapola-

tion to high power/current/field scenarios for the DT operation. In particular, numeri-

cal scans have been performed in terms of different input powers (Paux = 15÷40 MW),

confinement factors (H98 = 0.8 ÷ 1.2), plasma currents (I = 2.5 ÷ 4.5 MA), magnetic

fields (B = 2.1÷4.0 T), and plasma densities (ne = 0.6÷1.1×1020m−3). As a first step,

it is simulated plasma performance by increasing the input power and simultaneously

changed other parameters, keeping constant the βN value (normalized beta). Next, the

power scan at constant current (I=2.5 MA) is presented for two seeding gases: neon

and nitrogen.

One of the main objectives of the coming deuterium and deuteriumtritium JET

campaigns is to extend the performance of the ILW at higher plasma current (> 2.5

MA) by fully exploiting the JET machine capability at high additional powers in the

range of 40 MW. To reach these objectives, two main approaches are being pursued:

(a) the ITER baseline scenario by simultaneously increasing the current, toroidal field,

and applied powers at q95 > 3 and βN > 1.8 ÷ 2, and (b) the ITER hybrid scenario

at slightly reduced plasma current and higherq95 > 3 ÷ 4 but at βN > 1.8 ÷ 2, where

confinement is increased at high beta through the interplay between the core and edge

confinement optimization [177].

In our study, first the expected level of radiation and heat loads at high cur-

rent scenarios without impurity seeding is assessed,considering that the strike point

sweeping might be sufficient to control the heat loads to the divertor targets. The

following assumptions have been made:q95 = 3= const; B = I × 3.8/4.5 (B in T,I

in MA); ne/nGR=const=0.62; βN = const (=1.6 at H98=0.8) ∼ Wth/I
2; H98=const;

Paux ∼ I/1.65; and nsep
e = 0.4 × ne. Numerical scans have been performed for values

of the plasma current given in Table 1 andH98(=0.8, 1.0, 1.2) with the corresponding

βN values βN=1.6, 2.0, 2.4, respectively.It should be noted that, in order to keep βN

constant, the power increases strongly with the current.

Table 11.1: Main plasma parameters for different plasma current.

I [MA] 2.5 3.0 3.5 4.0 4.5

Paux 15.2 20.5 26.4 32.9 40

B [T] 2.11 2.53 2.96 3.38 3.80

ne [×1020m−3] 0.62 0.74 0.86 0.99 1.11

nsep
e [×1020m−3] 0.24 0.29 0.34 0.39 0.43

Fig. 11.1 shows total heat load to the divertor (P PLATE), radiation fractions (fRAD),

and tungsten concentration (cW ) versus the plasma current for different H98 values. It

appears that most of the global parameters (radiation levels, particle and energy fluxes)

are very weak functions of H98. However, the core and pedestal temperatures increase
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Figure 11.1: Plasma parameters versus plasma current:(a) Power to target plates, (b)fRAD,

(c) W concentration.

with H98, as can be seen from Fig. 11.2, where the radial temperature profiles are

shown together with the core radiation profiles, which are also affected by changes to

H98. With a higher core electron temperature, the maximum of the radiation profile

shifts from a more central radial position a/r=0.8 to the pedestal region a/r=0.93.
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Figure 11.2: Radial profiles of electron temperature and plasma radiation for thehighest

plasma current (I=4.5 MA).

Without seeding, the radiation level is rather low (∼ 35 ÷ 40%) (Fig. 11.1b), and

the corresponding heat load to divertor target plates might not be sustained in the

steady-state high-current operation [175]. That indicates that strike point sweeping

might not be sufficient to control the heat loads to the target plates at peak plasma

performance, and additional impurity seeding might be necessary.

In order to check the effect of seeding on the plasma performance, simulations have

been done assuming different levels of the Ne puff (the source of Ne is placed at the

wall in the divertor region). Only cases with H98=1 and I ≥ 3MA are considered, and

the results are presented in Fig. 11.3.

The influence of neon seeding on the plasma performance is quite positive. Already

small amounts of neon puff (CNe ≥0.2%) leads to the increase of the W production

and the corresponding significant plasma radiation (Figure 11.3a) and reduction of the

power to the divertor plates (Fig 11.3b) [176]. It should be noted that the radiation

fraction is independent of the plasma current and approaches ∼ 70% of the input power.

That, however, is enough to reduce the heat load to the target plates to sufficiently

low levels (∼ 5 MW). The plasma radiation is always dominated by the core tungsten

radiation, which saturates already at relatively small neon concentrations (CNe ≥0.2%)

(note that our transport model does not consider strong W accumulation). We note

also that the tungsten concentrations are always low and stay below ≪ 10−4 level, in
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11.1. SUMMARY AND DISCUSSION
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Figure 11.3: Radial profiles of electron temperature and plasma radiation for thehighest

plasma current (I=4.5 MA).

agreement with experimental findings. The SOL radiation increases almost linearly

with seeding, and at high seeding levels contributes significantly to the energy losses.

Simultaneously,ZEFF stays at a reasonable level (≤ 2.5), showing that the plasma

dilution due to seeding should not be problem at the highest performance thanks to

the plasma density increase with the power (in line with our constant βN assumption).

The confinement factor H98 is kept constant in our simulations, which is achieved by

feedback control of the transport coefficients. The corresponding control parameter

(CE) is plotted in Fig 11.3f. It can be seen that when the seeding starts, the plasma

transport(proportional to CE) has to be reduced to keep H98 constant, which indicates

that seeding might lead to some degradation of the transport. Note that the radiation

from the plasma core increases while the H-factor is fixed, so the net energy confinement

time(∼ Wth/(Pin − RCORE)) increases and the local transport reduces. However, at

higher seeding (CNe > 0.25%), confinement starts to improve with seeding because of

the lower W radiation caused mostly by reduction of the W source (due to neon cooling

of the divertor region).

11.1 Summary and discussion

The high performance plasma scenario, which was proposed recently for the DT

operation based on a conventional ELMy H-mode at high plasma current and mag-

netic field has been analyzed. Simulations for the reference shot #87412 show good

agreement with the experimental data but the direct extrapolation of the DD results to

deuterium-tritium operation shows relatively poor performance in terms of the achieved

fusion power.

The situation improves, if the highest heating power is assumed (41 MW) and

JET configuration with high magnetic field (3.9 T) and plasma current (4.1 MA) is
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11.1. SUMMARY AND DISCUSSION

considered. Assuming good energy confinement (H98 = 1), fusion powers in the excess

of 12 MW can be achieved. All the high performance shots require the heat load

control by neon seeding which shows rather beneficial effect on the plasma performance

allowing for relatively wide operational window in terms of the amount of the allowed

neon influx.

A constant βN scan was performed for the so-called hybrid scenario. The results

of simulations showed that, without seeding, the radiation level was rather low (∼
35 − 40%) and the corresponding heat load to the divertor target plates might not

be sustained in the steady-state high-current operation. That indicates that, strike

point sweeping might not be sufficient to control the heat loads to the target plates

at peak plasma performance, and additional impurity seeding might be necessary[10].

The effect of neon seeding on the plasma performance is quite positive, and already

a small amount of neon puff (CNe > 0.2%) leads to significant plasma radiation and

reduction of the power to the divertor plates. It is interesting to note that at the

constant heating power level, the core radiation, power to the plate, power to SOL,

and even the SOL radiation saturate with seeding.
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Chapter 12

Summary and Outlook

This thesis is devoted to the investigations of the impurity transport in the JET

ILW configuration, using numerical codes COREDIV and ETS with the most complete

available description of the relevant physics processes. Presented analysis are to provide

the results necessary to assess the suitability of the COREDIV and ETS codes for

the simulation of impurity transport and their effect on plasma parameters. In the

experiments carried out over the course of this work the impurity seeding was applied

to L-, H-modes and hybrid discharges by means of nitrogen and neon seeding.

Sensitivity numerical studies have been done to give insight on the influence of

different impurities on main plasma parameters: ZEFF is defined by low-Z impurity

level and only for nitrogen, radiation is localised close to the separatrix, for Ar and Kr,

significant part of the radiation is localised in the core and possible pedestal degradation

for Ne, Ar and Kr seeding and formation of radiation belt for Ar and Kr seeding are

foreseen.

Since one major uncertainly in impurity modelling is related to the role of anomalous

transport, analysis have been done to asses the effect of the transport on the results

in order to obtain a better understanding of the influence of the impurities on the

plasma parameters. On the basis of the results of experiments and numerical analyses,

the influence of the following physical factors on the concentration and properties

of plasma pollution in the JET system was investigated: impurity seeding, auxiliary

heating, density of the plasma at the separatrix, transport in SOL, prompt re-deposition

effect. The work presented in this thesis leads to some important conclusions:

• The auxiliary heating have important role on the impurity transport. The degra-

dation of the transport is larger for higher heating powers, but it saturates with

seeding after an initial strong change. Strong heating leads also to significant

tungsten production and, consequently, high plasma contamination by W ions.

In ramp-down phase, for the same average electron density, the decrease of the

auxiliary power, leads to the reduction of the W production, which is mainly due

to Ni (mid Z impurity) sputtering. In the core, the consequence is the shift of

the maximum of the radiation towards the plasma centre.

• The sensitivity study shows that a possible reason for the W accumulation during

the ICRH phase is an increased concentration of W at the edge.
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• The transport analyses conducted here indicate a strong role of the electron

separatrix density, which in experiment might be controlled by D puff or pellet

injection.

• COREDIV results show that the frictional drag is an important parallel transport

mechanism for W in the SOL, contributing to the W screening.

It was also shown that using appropriate scenarios of plasma discharge and plasma

heating it is possible to reduce concentration of plasma impurity. In addition, it has

been proven that the analysis of the transport of impurity can be carried out using

the COREDIV code reliably and quickly compared with other codes. That has been

recognised by fusion community members and directly expressed in the paper by Marco

Wischmeier [178] ”While the total radiation from impurity seeding simulated by the

code COREDIV is the same as that of SOLPS5.0, the underlying plasma profiles in the

divertor are very different and so will be other aspects that may be extracted. However,

in view of extrapolating to a Fusion Power Plant and being able to quickly asses the

operational space such reduced numerical models as well as even simpler 1D or 0D

scalings are the currently only feasible path. Validated reduced models of various levels

of complexity may then be used in system codes to determine the performance of future

devices and to specify their design. ”

Based on the good agreement between the experiments and numerical analyses with

COREDIV and ETS codes, a number of physical factors have been investigated to asses

the influence of the impurities on JET ILW plasma discharges and provide necessary

understanding of the related phenomena, and thus contributing to the optimization

of plasma discharges in the ITER and the DEMO reactors and other devices under

construction (eg. DTT, JT60SA).

The results of the described studies are presented in numerous publications in sci-

entific journals and were the basis of many communications presented at international

scientific conferences.

The content of the presented work fully justifies the thesis that physical models

applied in COREDIV and ETS codes allow to obtain results in accordance

with experimental results and explain a number of phenomena related to

the transport of impurities in the JET ILW tokamak.
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